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Abstract—The Gamma Ray Energy Tracking In-Beam Nuclear
Array (GRETINA), capable of determining the energy and po-
sition (within 2 mm) of each gamma-ray interaction point and
tracking multiple gamma-ray interactions, has been designed.
GRETINA will be composed of seven detector modules, each
with four highly pure germanium crystals. Each crystal has 36
segments and one central contact instrumented by charge sensitive
amplifiers. Two custom designed modules, the Digitizer/Digital
Signal Processing (DSP) and the Trigger Timing and Control,
compose the electronics of this system. The Digitizer/DSP converts
the analog information with 14-bit analog to digital converters
(operating at 100 MS/s, and digitally processes the data to deter-
mine the energy and timing information of the gamma interactions
with the crystal. Each Digitizer/DSP is controlled by and sends
trigger information to the Trigger Timing & Control system
through a bidirectional Gbit link. Presently four different trigger
algorithms are planned for the trigger system and can be selected
for trigger decision. In this paper the details of the electronics and
algorithms of the GRETINA data acquisition and trigger system
are presented and the performance is reviewed.

Index Terms—Data acquisition systems, digital signal pro-
cessing, gamma-ray spectrometer, trigger systems.

1. INTRODUCTION

E have designed a data acquisition and trigger system

for the Gamma Ray Energy Tracking In-Beam Nuclear
Array (GRETINA). GRETINA is based on germanium detec-
tors and it will be capable of determining the energy and position
(within 2 mm) of the points of interaction of the gamma-rays
with the germanium crystal and of tracking multiple gamma-ray
interactions [1], [2]. GRETINA is composed of seven detector
modules, each with four high purity germanium crystals (see
Fig. 1), comprising a quarter or 1-7 of a sphere. The detector
module components include charge sensitive amplifiers [3] as-
sembled inside the detector enclosure to instrument each of the
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Fig. 1. GRETINA detector module.
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Fig. 2. Waveforms for interactions below segment B4.

36 segments and the central contact. The gamma ray interaction
with the germanium crystal induces charge on the segments and
central contact. The amplifiers integrate this charge and drive an
analog voltage to the GRETINA front-end electronics.

For illustration, Fig. 2 shows examples of typical waveforms
on the output of the amplifiers. The gamma-rays from a colli-
mated 137 Cs source are interacting with the detector at a specific
location below the B4 segment. The segments shown are the one
that collects the charge (B4) and its eight nearest neighbor seg-
ments. The neighbor segments detect induced charge. A total of
16 measured shapes are plotted in gray and calculated signals
at this given position are plotted in black; the agreement be-
tween calculation and measurement is very good. Observe that
the measured signals include noise.

The detector modules are supported by a mechanical struc-
ture composed of two quasi-hemispheres shells that surround

0018-9499/$25.00 © 2009 IEEE

Authorized licensed use limited to: Lawrence Berkeley National Laboratory. Downloaded on November 21, 2009 at 12:25 from IEEE Xplore. Restrictions apply.



ANDERSON ¢t al.: DATA ACQUISITION AND TRIGGER SYSTEM OF THE GRETINA

259

QUASI-HEMISPHERE

SHELL

DETECTOR MODULE

RAILROAD CAR

Fig. 3. GRETINA mechanical support structure.

ROTATION
CONTROL

HEXAPODS

CRYSTAL PREAMP DIGITIZERS CPU
‘ 1
]
1
28 CRYSTALS
]
TRIGGER ] PROCESSING|
TIMMING & ! NETWORK FARM &
CTRL CPU SWITCH > DATA
' STORAGE
AUX. DET. AUX. DET.
TRIGGER DATA

Fig. 4. GRETINA electronics and computing systems.

the target chamber. This shell structure is capable of supporting
21 detector modules. The structure allows rotation for detector
mounting (through a gear box in the end of the axles) and
translation to access the target chamber (through railroad cars).
Hexapods connect the structure to the railroad cars. Fig. 3
shows a sketch of the support structure, with all possible posi-
tions instrumented with a detector module. There are plans to
construct the full 4-7 detector module array, GRETA [4], and
the electronics system foresees this possible scenario.

In this paper the details of the electronics and algorithms
of the GRETINA data acquisition and trigger system will be
presented and the performance will be reviewed. In addition,
grounding and filtering techniques used to achieve the 14-bit
analog to digital conversion (ADC) performance will be dis-
cussed, as well as transmission line techniques for the very low
bit error rate of the gigabit links.

II. SYSTEM ARCHITECTURE

Fig. 4 shows a block diagram of the GRETINA Electronics
and Computing Systems. The oblong shape on the left repre-
sents the detector modules and its crystals. Charge sensitive
amplifiers instrument the segments and central contact. Fifteen
meters of shielded twisted pair cable connect the pre-amplifier
outputs to the digitizer modules. Two custom designed mod-
ules, the Digitizer/Digital Signal Processing (Digitizer/DSP)
and the Trigger Timing & Control (TTC), compose the elec-
tronics of this system. Four Digitizer/DSP modules instrument
one crystal: each master Digitizer/DSP interfaces with the
TTC system and controls three slave Digitizer/DSP modules.
A digital bus in the front panel allows the digitizers serving a
crystal to synchronize among themselves for clock and trigger
information. A very simple communication protocol based on
a single master controlling the operations is used.
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Fig. 5. TTC router and master connection.

The master digitizer monitors the crystal central contact.
If a gamma ray deposits charge in the crystal above the pro-
grammable threshold of the leading edge (LE) discriminator,
the master Digitizer/DSP recognizes the event and reads the
segment hit pattern using the front panel bus. In parailel the
Master digitizer estimates the energy of the central contact
signal using a fast algorithm. It then assembles the trigger
information (time stamp (TS) of the LE discriminator, central
contact energy and segment hit pattern) and sends it to the TTC
over one pair of a bidirectional 1 Gb/s serial link. A buffer
records the timestamps of all recent discriminator decisions.

The serial link connecting the TTC and Digitizer/DSP
modules is implemented using the National Semiconductor
DS921.V18 Serializer/Deserializer (SerDes). It transmits 20
bits per word at a 50 MHz rate, where 18 bits are available for
trigger and control information. The link meets the stability
requirement of the system and has a predictable latency. The
predictable latency allows the same twisted pair to transmit
control information and provide the 50 MHz master clock to
each Digitizer/DSP. The trigger information exchange between
the master trigger and Digitizer/DSP employs a synchronous
protocol and the master trigger module determines the synchro-
nism. A synchronous implementation is easier to implement
and maintain. The protocol consists of an endlessly repeating
series of 20 command frames transmitted every 2 ps that
allows the TTC system to regularly synchronize and control
activities at the Digitizer/DSPs. Also, all trigger information
from the Digitizer/DSP is transmitted to the TTC within this
2 ps window. The reason for a 2 s period is to accommodate
instantaneous fluctuations on the maximum average of one
gamma interaction per crystal every 20 ps.

The whole TTC system is assembled around the same
hardware module. The firmware is configured for two dif-
ferent functions: the Router module and the Master TTC.
The Router routes all information between the Master TTC
and the Digitizer/DSP modules and assists in fast multiplicity
trigger decisions. The Master TTC collects all messages from
the Routers plus additional information from auxiliary trigger
modules and uses it to make a global trigger decision (refer to
Fig. 5). Once a global trigger decision is made, the TTC system
sends a trigger decision command to the Routers for distribution
to all master Digitizer/DSP modules and auxiliary detectors.
Each master Digitizer/DSP identifies a match between the
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Fig. 6. Digitizer/DSP module.

timestamp embedded within the trigger decision message and
the saved LE discriminator timestamps, and requests all slave
Digitizer/DSP to transfer the data from the circular buffer into
its own readout FIFOQ. Later, the VME readout CPUs in the dig-
itizer crates read the event data from each Digitizer/DSP FIFO,
assemble the crystal event, and send the data to the network
switch. The switch routes the events to the computing farm
where they are processed. The processing uses the segment
information to estimate the position (7, 8, z) and energy of the
interaction points. Additional processing establishes the tracks
by connecting the individual interaction points.

We have extensively tested the performance of the DS92LV 18
SerDes for bit error rate (BER). We have run 12 SerDes links
in parallel for more than 10 consecutive days with no errors,
which corresponds to a BER better than 1076 or less than one
error per day for GRETINA (four per day for GRETA). This
component is a very simple SerDes that adds minimum protocol
(an important characteristic for the constant latency). In order to
guarantee the DC balancing of the communication we encoded
the data stream in the FPGA. This encoding operates in the fol-
lowing way. First, before sending a word, the FPGA sums the
number of zero and one bits in the word. Then it determines
the DC balance of the line due to previous transmissions (i.e.,
if it has sent more zero bits or more one bits). Finally, to keep
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Fig. 8. Digital signal processing.

the line balanced, it then transmits the word itself or its comple-
ment. A dedicated bit in the word is set or reset to indicate to the
receiver how to decode it. Also, we observed that replacing the
cable from unshielded CATS to a good quality shielded CATS
decreased the BER to the level reported above. LVDS drivers
(DS90LV004) with programmable pre-emphasis are used in all
modules to compensate for cable losses.

Each Digitizer/DSP and TTC module is implemented using
two field programmable gate arrays (FPGA): one is a smaller
FPGA, which controls the VME interface and has a steady con-
figuration, and the other is a larger FPGA which executes the
module specific algorithms and is easily re-configured through
VME.

III. DIGITIZER/DSP

The Digitizer/DSP module samples the crystal segment and
central contact analog information using 14-bit ADC operating
at 100 MS/s. The ADC used is the AD6645 from Analog
Devices. Fig. 6 shows a picture of the module and Fig. 7 shows

its block diagram. The Digitizer/DSP has a total of 10 analog
inputs. The ADCs are connected to an FPGA, which digitally
processes the conversion and executes the following opera-
tions: leading and constant fraction discrimination, trapezoidal
filtering, energy determination, and pole/zero cancellation.

Fig. 8 shows a block diagram of the digital processing algo-
rithms and how they interconnect and Table I describes the algo-
rithms. The processing is optimized to be implemented using the
internal FPGA resources and occurs at a clock rate of 100 MHz,
which is generated inside the FPGA by multiplying the 50 MHz
master clock distributed from the TTC. This results in approx-
imately 20 giga-operations/s. While the processing occurs, the
raw data is stored in 40 psec circular buffers (designed around
the FPGA block RAMs). For further details about these algo-
rithms refer to [5].

The present noise performance of the ADC inputs at full dig-
ital processing rate is approximately 1.5 RMS counts for all in-
puts (refer to Fig. 9). Achieving this performance in a board with
digital power supplies and heavy digital activity required special
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TABLE I
DIGITAL SIGNAL PROCESSING

Leading Edge Discrimination
y(n)=x(n) — x(n-k) (differentiation)
Y(m)=(x(r) + x(n-2)) + x(n-I}<<I (x4, Gaussian filtering)
Threshold comparison — LE discriminator time
Constant Fraction Discrimination
y(n)=x(n) - x(n-k) (differentiation)
y(@)=(x(n) + x(n-2)) + x(n-1)<<1I (x2, Gaussian filtering)
y(n)=x(n-k)<<ab - x(n) (constant fraction)
Zero crossing comparison — CFD time
Trapezoidal filter and energy determination [6
y(n)=y@n-1) + (x(n) + x(n-2m-k)) — (x(n-m) + x(n-m-k))
Maximum tracking — energy
Pole-Zero cancellation
In)=I(n-1) + x(n)
y(m)=x(n) + Kn)/t (where ¢ is the pre-amp time constant)
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Fig. 9. Noise distribution: ¢ = 1.5 counts.

attention. We have filtered the +5 V with a w-filter (observe the
inductor on the left portion of Fig. 6). Also, the analog inputs
are all implemented using balanced differential techniques.
During prototyping we found two sources of noise due to
board layout: one associated with a stray capacitance and the
other with the analog and digital ground separation. For the first
source we measured about 15 RMS counts and we observed that
the ADC noise spectrum was not constant: it was mostly flat
until ~ 15 MHz; then it increased by 6 dB/oct until ~ 30 MHz
where it became mostly flat again. The increase at 15 MHz was
traced to a stray capacitance between the input of the differen-
tial amplifier and the ground plane. This capacitance limited the
amplifier feedback and, therefore, increasing the gain for higher
frequencies (i.e., larger than ~ 15 MHz). At ~ 30 MHz the am-
plifier reached the maximum frequency response and the gain
stabilized again. To reduce this stray capacitance we modified
the layout and removed the ground plane right below the differ-
ential amplifier inputs. For the second source of noise we ob-
served that the RMS noise performance was not similar for ail
ADC channels: the ADCs on the left portion of the board (i.e.,
close to the w-filter, refer to Fig. 6) had approximately 1.5 RMS
counts while the ones on the right had approximately 3 RMS
counts. We then changed the layout and cut the ground plane
around the analog section to create an analog ground mostly free
of digital switching. We connected the analog ground together
with the digital ground under the ADCs (as suggested on the
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datasheet) and also close to the w-filter. With these two layout
changes we now obtain approximately the same noise perfor-
mance to all channels.

The Digitizer/DSP module also has programmable digital in-
puts and outputs for interfacing with other units and front panel
LE discriminators for status. All the processing described above
is done in a XC385000 FPGA from Xilinx. Presently about 50%
of the FPGA is utilized, allowing for further increase in algo-
rithm complexity.

1V. TRIGGER, TIMING AND CONTROL

Fig. 10 and 11 show the picture and block diagram of the
TTC module, respectively. The TTC is presently configured for
multiplicity algorithm, and we intend to add three more in the
next few months. When completed, the trigger algorithms will
be:

a) Multiplicity: Uses the LE discriminator detection of the
crystals central contacts. The TTC generates a trigger
when it detected that the sum of LE discriminators crosses
some threshold within a time window.

b) Energy: uses the energy of a central contact or the sum of
energies of central contacts. When this energy falls within
some programmable window the TCC generates a trigger.

c) Pattern distribution: It also uses central contact energy as
described above. The TTC triggers when it detects coinci-
dence of gamma-rays energy above threshold in any two
pre-programmed crystals.

d) Auxiliary detector trigger: The TTC receives an external
trigger within the 40 psec pipeline depth of the Digitizer/
DSP.

We call these algorithms prompt triggers, because a trigger
is generated as soon as the proper condition is detected. A de-
layed coincidence trigger can further refine the meaning of these
prompt triggers. When this option is enabled, the TTC gen-
erates a trigger command when it detects two prompt trigger
conditions (e.g., two multiplicity triggers) in two time windows
within the allowed overall trigger window. Finally, observe that
all the trigger parameters are configurable through VME.
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Fig. 11. Trigger, timing and control block diagram.

The main FPGA in the TTC module is the Virtex 4 series
XC4VLX80 FPGA. This part executes the trigger algorithms
and interfaces with eight SerDes. As already described, the
SerDes components transfer information between the Dig-
itizers/DSP. The base multiplicity algorithm presently uses
only 15% of the resources inside this FPGA, which allows for
further development of the trigger algorithms.

The high-speed switching of the SerDes has edge transition
times in the order of 100 ps range. These high-speed signals
require special attention during layout, and are more critical
on the TTC (when compared with the Digitizer/DSP module),
since it has eight SerDes and not all can be mounted close to
the connector. Carefully matched, impedance controlled differ-
ential traces are used. Additionally, the number of vias was min-
imized: the component side transmits trigger information, and
it does not have any vias, while the solder side is used to re-
ceive trigger information, and it has just one via per trace of the
differential signal. To further improve signal fidelity, a mixed
stackup is used where the dielectric under the component and
solder layers of the board is Rogers 4350, which has lower losses
than FR4.

The electronics requirements [7] state that the Digitizers/
DSPs shall sample all crystals within a 2 ns clock phase
window. To synchronize all these modules, all CATS cables
between the TTC and the Digitizer/DSP are approximately of
the same length. However, small cable and component delay
differences may generate delays that exceed this limit. To com-
pensate for small delay variations and allow field tuning without
recompiling the FPGA firmware, the TTC uses programmable
skew clock buffers (Cypress Semiconductor CY7B992) to
adjust the delay of the transmit clock (TCLK) of each SerDes.
This, in turn, changes the delay of the sampling clock of the
Digitizer/DSP at the other end of the cable. To adjust the clock
phases we intend to use an oscilloscope monitoring multiple
clock outputs on the front bus of master digitizers followed
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> TRANSMITTER
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by manual reconfiguration of the VME registers controlling
the programmable skew clock buffers. Also, the system phase
adjustment can be validated before, during and after an experi-
ment by measuring coincidences between any pair of detectors
using a radioactive 5°Co source that provides two gamma-rays
in prompt coincidence.

GRETINA may provide trigger to auxiliary detectors. Some
of these detectors use old technology and they do not have dig-
ital pipelines; the trigger decision has to be done when the sig-
nals are actually traveling on cables, and the sampling has to
start when they arrived at the auxiliary electronics. Only the
multiplicity algorithm will be used when interfacing with this
type of auxiliary detectors. We have implemented a parallel path
that by-passes the SerDes to meet the more stringent timing re-
quirements. The SerDes add a delay of approximately 70 ns to
serialize and de-serialize the data. This new path uses a dedi-
cated available pair of the CATS cable to transmit from the Dig-
itizer/DSP to the TTC system the status of the central contact
LE discriminator detection. To determine multiplicity, the TTC
makes the sum of the LE discriminators using front panel con-
nectors and CPLDs. The partial sums travel from the Routers to
the Master Trigger module, which executes the final sum and de-
termines the multiplicity. We estimate that this processing will
take less than 250 ns. Also, it is interesting to highlight that this
requirement also imposed one of the criteria to select the ADC:
the latency of the AD6645 is just three clock cycles, which al-
lows for faster LE discriminator determination.

The TTC module also has programmable digital inputs and
outputs for interfacing with other units (e.g., auxiliary detectors
& NIM electronics) plus front panel LED for status.

V. CABLE AND CONNECTOR SELECTION

We have dedicated substantial effort in selecting the proper
cabling for this electronics. One example already discussed is
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Fig. 12. Magnetic coupling in 0.1” spacing connectors.

the CATS cable for the SerDes. We will now describe the se-
lection of another very important cable, the one that connects
the detector pre-amplifiers to the Digitizers/DSPs, which car-
ries the crystal interaction information. Reducing crosstalk be-
tween the signals in this interconnection is very important for
estimating the position (r, 8, z) of the interactions points: ex-
cessive crosstalk decreases the position resolution of the gamma
ray interaction, The requirement of total crosstalk in the detector
module is less than 0.2% and, therefore, the rest of the elec-
tronics crosstalk has to be substantially less than this (required
of < 0.04%). To avoid ground loops we decided that the input
of the Digitizers/DSPs would be differential and that we would
employ twisted pairs. We tested several cables. We obtained the
best performance with twisted individually shielded pairs. The
crosstalk between adjacent pairs was < 0.04% for a 15 m cable
span. For comparison, a similar cable, but non-twisted (used for
LVDS transmission), had a crosstalk of ~ 2.5%. This crosstalk
is explained by the magnetic field created in one pair passing
through the shielding and magnetically coupling to an adjacent
pair. The shielding between pairs is a thin aluminum layer, and
it does not attenuate the magnetic field significantly for these
speeds. These tests considered a constant rise time (10%-90%)
of 30 nsec, well within the expected rise times in GRETINA.
For the connector between the cable and the digitizer we
have also tested several connector types, and we also observed
crosstalk between signals. We traced the crosstalk, again, to the
magnetic field of one signal coupling into the next signal. This
can be visualized in Fig. 12. This figure shows the results of
Maxwell simulations [from Ansoft] where the arrows represent
the direction and the magnitude of the magnetic field. These
simulations were done considering that the positive input of the
differential signals are connected on the top row and the negative
on the bottom row, forming these differential connections. The
offending signal uses the differential connection on the right.
One can observe that the magnetic field propagates well into the
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adjacent differential connections, causing crosstalk. The con-
nector simulated has 0.1 pin spacing. Ways to mitigate this ef-
fect are threefold: (a) increasing the distance between differen-
tial connections, (b) selecting the direction of the pairs (ideally
in an angle of 90°), and (c) short circuiting unused connector
pairs (to create an opposing magnetic field that decreasing the
offending field). For example, the simulations and subsequent
tests have demonstrated that skipping two differential connec-
tions (on the right of the offending differential connection) and
using the third for the next signal decreased the crosstalk by
~10x, and that short circuiting these two unused set of pins re-
duces the crosstalk on the third pair by a further ~2.5x. These
tests were run with a 100 MHz sinusoidal signal. To meet the
crosstalk mitigation strategies outlined above we used a 100
pin Double Density, Subminiature D type connector manufac-
tured by ITT-Cannon. Fig. 13 shows a sketch of how we con-
nected the differential pairs (represented by back circles) and
its individual shielding (represented by gray circles). The figure
shows the sketch of just a portion of the connector. The un-
used pins were short circuited in pairs. With this arrangement
the measured crosstalk was below what we can measure using
14-bits ADC of the Digitizer/DSP (i.e., crosstalk < 0.025%).
The signal used had a constant rise time (10-90%) of 30 nsec.

VI. TEST RESULTS AND CONCLUSIONS

We have tested the performance of the DAQ and trigger
system connected to a detector module and we will now
describe a few results we have obtained. For these tests we
used the production cables and floating low- and high-voltage
(bias) supplies. Fig. 14 shows a 52Eu source energy spectrum
obtained with the central contact of one of the crystals.
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Fig. 2 shows waveforms that are similar to the waveforms the
DSP/Digitizer module records. Fig. 15 shows a time spectrum
used to measure the performance of the constant fraction dis-
criminator in the digital processing. The T, derived from the
FPGA algorithm is referenced to a very fast external trigger pro-
vided by a CsF scintillator with essentially no contribution to the
width. The standard deviation of the Gaussian fit is 9 ns.

All tests with the prototype system indicate that the DAQ and
Trigger systems for GRETINA will meet the requirements. We

265

are presently preparing the production of the system to enter in
operation in 2011.
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Gamma-ray tracking detectors
LY. Lee
Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
Abstract

A gamma-ray tracking detector is a new concept for a detector array composed of about 100 highly segmented Ge
detector elements. The detector would give the energy and the position of all the interaction points and by using the
angle—energy relation of the Compton scattering, the scattering sequence of the gamma rays can be reconstructed. Such
a detector will have a high efficiency and a good peak-to-background ratio. Research and development are being carried
in the production of highly segmented Ge detectors, understanding the signal, and development of tracking algorithms.
Recent progress indicated that this type of detector system appears to be feasible and would have a large impacton a wide
variety of physics. © 1999 Elsevier Science B.V. All rights reserved.

1. Introduction

Gamma-ray detector systems are important in
a broad range of science and new capabilities are
continuously being developed. The most recent
step in the evolution of detectors for nuclear spec-
troscopy is the construction of large arrays such as
GAMMASPHERE and Euroball. These arrays,
consisting of approximately 100 modules of Comp-
ton suppressed Ge detectors, have a total peak
efficiency of about 0.1 (for a 1.3 MeV gamma ray)
and a peak-to-total ratio (P/T) of about 0.6. To
improve this performance, the efficiency and/or the
P/ T have to be increased. However, the highest
efficiency that can be reasonably achieved for
a Compton suppressed Ge detector array is limited
to about 0.15. This is partly due to the scattered
gamma rays escaping from the Ge detector (a
1.3 MeV gamma ray deposits full energy in a 7 cm-
by-7 cm detector only 20% of the time) and partly

due to the solid angle lost to the Compton shield
(about 50% for GAMMASPHERE).

A shell consisting of closely packed Ge detectors
has been suggested as the solution to the efficiency
limitation. In this case, the entire solid angle is
covered by Ge detectors, and by adding the signal
from neighboring detectors, the escaped energy is
recovered and much higher efficiency can be
achieved. For example, a 9 cm thick shell of Ge will
have an efficiency of about 0.6 for a 1.3 MeV
gamma ray. However, for events with many coinci-
dent gamma rays, such as long cascades in the
decay of nuclear high-spin states, the summing of
two gamma rays hitting neighboring detectors re-
duces the efficiency and increases the background.
In order to reduce this summing, a large number of
detectors, of the order of 1000, is required. The cost
of such a detector array will be prohibitive.

We have developed a new concept, the Gamma-
Ray Energy Tracking Array (GRETA), which uses

0168-9002/99/$ — see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0168-9002(98)01093-6

III. DETECTOTS



196 LY. Lee/Nucl. Instr. and Meth. in Phys. Res. A 422 (1999) 195-200

highly segmented Ge detector elements to deter-
mine the location and energy of every interaction of
each gamma ray. The interaction points belonging
to a particular gamma ray would then be identified
from the position and energy using a procedure
called “tracking”. The full gamma-ray energy is
obtained by summing only the interactions belong-
ing to that gamma-ray and the problem of sum-
ming two gamma rays is avoided. Tracking makes
use of all the information deposited in the detector
and the energy--angle relation given by the Comp-
ton scattering formula. Such an array could be
constructed from 100 to 200 highly segmented Ge
detectors and with a cost comparable to that of
GAMMASPHERE.

2. Tracking principle

For a gamma ray with an energy up to about
2 MeV, the dominant interaction modes are photo
absorption and Compton scattering. In Compton
scattering, the energy of the scattered photon E;, (in
MeV)is related to the energy of the incident photon
E, and the scattering angle 0 by the formula

E

’ b

E = :
"7 1+ E(1 — cos 0)/0.511

The energy transferred to the electron which is
measured by the detector is

E,=E, — E,

If the energy and the direction of the incident
photon is known, then there is a definite relation
between the scattering angle and the detected
energy. As the photon makes successive Compton
scatterings in a detector, this relation is valid for
each scattering until a photo absorption terminates
the scattering process. Thus, from the measured
position and the energy deposited at each of the
Compton interaction point, we can determine
uniquely the sequence of the scattering and thus
“track” the path of the photon in the detector.
Tracking has already been used to determine the
energy and direction of incident photons. For
example, in astronomy Compton telescopes are
surveying the sky for gamma ray emitting sources.

In laboratory applications such as gamma-ray
spectroscopy, since the source position is known,
the use of tracking will give both the energy and
direction of the gamma-ray on a event-by-event
basis. To start the tracking, we need to make a first
guess of the incident energy. This is done by sum-
ming the energy from individual interactions which
are assumed to originate from a single gamma ray
and that it has deposit its full energy in the detector.
For an event with N interaction points, there are N!
possible scattering sequences. They are evaluated,
using the angle-energy relation of Compton scatter-
ing, to determine the correct sequence. If this se-
quence is from a full energy gamma-ray, then the
relation will be satisfied exactly. In practice, we use
a parameter to characterize the deviation from the
ideal relation such as the square deviation (x?) of
the measured scattering angle from the predicted
scattering angle based on the deposited energy. The
correct sequence will have a x? value of 0. On the
other hand, if the gamma ray did not deposit all of
its energy in the detector, the sum energy of the
interaction points will be less than the true energy
and the Compton condition will not be satisfied. In
such cases, the ¥ value will in general have a non-
zero value and, based on this value, these partial-
energy (Compton) events can be rejected. This
method of Compton rejection had the advantages
of a Compton shielded detector (good peak-to-
total) and sum spectrometer (high efficiency), but
not the disadvantages such as low efficiency and
false veto of the Compton shielded detector and
false summing of the sum spectrometer.

In a detector with finite energy and position
resolution, the correctly identified full energy se-
quence will have a non-zero x* and it cannot be
separated cleanly, from the Compton events. Fig. 1
shows the ¥ distributions for position resolution of
1 and 3 mm, respectively. These results are from
calculated simulations for 1.2 MeV gama rays emit-
ted from the center of a spherical shell with an inner
radius of 12 cm and an outer radius of 21 cm. Com-
paring with the position resolution of the order of
a few mm, the energy resolution of a Ge detector of
the order of a few keV makes negligible contribu-
tions to the uncertainties of the tracking. With the
finite value of x2, there is no exact criterion for
separating the full-energy events from Compton
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Fig. 1. The x? distributors for full energy events and Compton
events from tracking 10000 simulated gamma rays with an
energy of 1.2 MeV. These gamma rays are emitted from the
center of a spherical shell with an inner radius of 12 cm and an
outer radius of 21 cm. Results are shown for position resolutions
of 1 and 3 mm, respectively.

events. A narrower cut will produce a better P/T
and lower efficiency. Fig. 2 shows such trade off
between efficiency and P/T for a 1.2 MeV gamma
ray from the simulations shown in Fig. 1. Other
important factors which can affect the tracking
efficiency include absorption and scattering of
gamma rays in detector packaging material and the
ability of separating coincidence gamma rays in an
event.

3. Status of development
The technology needed to realize the gamma ray

energy tracking array (GRETA) can be divided in
to three areas. They are: (1) manufacture of seg-
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Fig. 2. Trade off between efficiency and peak-to-total ratio for
a 1.2 MeV gamma ray from the simulations shown in Fig. 1. The
diamond indicates result for a detector with infinite position
resolution, the solid and dashed lines represent the results for
position resolution of 1 and 3 mm, respectively.

mented detectors which can provide signals for
resolving and locating individual interaction
points; (2) electronics and signal processing
methods for determining energy, time and position
based on pulse shape digitization and digital pro-
cessing of signals; and (3) tracking algorithms, using
the energy and position information, to identify
interaction points belonging to a particular gamma
ray.

The basic element of GRETA is a Ge detector
which can give three dimensional position informa-
tion of the gamma-ray interaction points. This can
be achieved by segmenting one of the electrodes in
two dimensions to provide two of the coordinates
while the third coordinate can be derived from the
drift time of the charges. There are many possible
segmentation and packing schemes. One possibility
is spherical packing, as is used in Gammasphere,
using tapered hexagonal and pentagonal shaped
detectors with a segmented outside surface.
a prototype detector of this type has been designed,
produced and extensively tested. As shown in
Fig. 3, this detector has a tapered hexagonal shape
with six longitudinal segmentations and one trans-
verse segmentation which divide the outer surface

III. DETECTOTS
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Fig. 3. The prototype of GRETA detector has a tapered hexag-
onal shape with six longitudinal segmentations and one trans-
verse segmentation.

into 12 segments. Signals from each of the seg-
ments, as well as from the center electrode, are read
out. This detector has an energy resolution of
1.8 keV for all the segments which is better than
unsegmented detectors due to the low capacitance
of each of the segments. Currently, we are in the
process of having this detector further segmented
into a 6-by-6 configuration. According to our simu-
lation studies, this segmentation will be sufficient
for achieving a position resolution of 1-2 mm un-
der ideal conditions. This second prototype will be
available in the fall of 1998. The goal of this proto-
type is to push the segmentation technology and to
determine the performance of the detector elec-
tronics. New miniaturized preamplifiers will be tes-
ted for their wider bandwidth and their noise and
cross talk properties. With this prototype, the per-
formance of a single element of GRETA can be
fully characterized.

To determine the position in three dimensions
accurately, a detailed understanding of the signal
shape is necessary. A signal is produced when elec-
trons and holes, formed by the slowing down of the
photo- or Compton-clectrons, produce induced
charges of opposite sign on the electrodes. As the
charge drifts toward the electrodes, the amount of
the image charge changes and it causes current to
flow in or out of the electrodes. Fig. 4 shows a sche-
matic diagram of the current signal expected from
a segmented detector. When the charge is at a large
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Fig. 4. Current signal on three electrodes from a charge drifting
toward the outside electrodes.

distance from the electrodes, the induced charge is
distributed over several electrodes and their current
signals are similar. As the charge moves closer to
the destination electrode, the induced charge on
this electrode increases and charge on the other
electrode decreases. The current continues to in-
crease on the destination electrode until the charge
finally reaches the electrode and neutralizes the
image charge and the current stops. The duration
of the current signal (drift time) can be used to
determine the drift distance. The integral of the
current gives the charge which provides the energy
measurement. The signal from the neighboring
electrode has a bipolar shape with a zero net
charge. This fact can be used to identify the elec-
trode where the charge is collected which gives
a position resolution of the size of the electrode.
Actually, a better position resolution can be ob-
tained ny analyzing the shape of the induced signal
from the neighboring electrodes. As shown in
Fig. 4, the maximum amplitude and time of zero
crossing of these signal are sensitive to the trans-
verse position and they can be used as parameters
for the shape analysis.

We are developing algorithms to analyze the
digitized signal to obtain the position of the inter-
action points. The goal of this on-going study is to
determine the segmentation needed to achieve
a given position resolution. As a first step we
have compared the measured signal form the first
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prototype with calculated signals and confirmed
the accuracy of our calculations. Analysis of the
measured signals using a simple algorithm in-
dicated that a radial position resolution of about
3-4 mm can be obtained from the charge drift time.
The transverse position can be obtained with
a position resolution about 3 mm if the interaction
point is within 1 cm from the neighboring segment
so that the induced signal is strong enough to be
used. Further refinement of the algorithms would
improve these numbers. Algorithms are also being
developed to include the capability of separating
multiple interaction points in one segment which
will further enhance the resolving power of the
detector.

Algorithms are being developed for identifying
interaction points belonging to a given gamma ray.
The current algorithm consists of three steps. Clus-
ter identification is the first step of the algorithm.
The interaction points within a given angular sep-
aration as viewed from the target are grouped in to
a cluster. In the second step, each cluster was evalu-
ated by tracking to determine whether it contains
all the interaction points belonging to a single
gamma ray. The tracking algorithm uses the angle-
energy relation of the Compton scattering to deter-
mine the most likely scattering sequence from the
position and energy of the interaction points. If the
interaction points have infinite position and energy
resolution, the tracking would be exact and the
proper identified full-energy cluster will show no
deviation from the scattering formula. Wrongly
identified clusters or partial-energy clusters will de-
viate from the formula. Therefore, the separation of
the good clusters from the bad clusters is easy to
achieve. However, with finite resolutions the good
cluster will also have a non-zero deviation and they
cannot be separated cleanly from the bad clusters.
This causes lower efficiency and a worse P/T ratio.
In the third step, we try to recover some of the
wrongly identified gamma rays. For example, one
type of incorrectly identified cluster is a gamma ray
being separated into two clusters. These clusters
can be identified by tracking two clusters together.
If the result gives a small deviation the gamma ray
is recovered by adding the two clusters. Similarly,
the case of two gamma rays wrongly identified as
one can also be separated by tracking. The cluster

which did not satisfy any of the above criteria are
rejected. This simulation was carried out for a num-
ber of different conditions such as the multiplicity
and energies of the gamma rays as well as for
changing position resolution of the detector. Fig. 5
shows the efficiency and P/T achieved so far for
simulated events with 25 gamma rays, cach with an
energy of 1.33 MeV, and a detector position resolu-
tion of 1 mm. Several improvements of this algo-
rithm are being developed. Information such as the
energy dependence of the angular distribution of
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Fig. 5. Efficiency (a) and peak-to-total ratio (b} achieved so far
for simulated events of 25 coincident gamma rays with energy of
1.33 MeV and a detector position resolution of 1 and 2 mm,
respectively. The curves are plotted as a function of the angle
parameter used in the cluster identification.
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the Compton scattering cross section and the distri-
bution of the distance between two interaction
points will be used in the tracking. Other methods
such as neural networks are also being considered.
As the next step, we will be using multiple detectors,
to measure the scattering between them. These data
will be used to tract the gamma ray across detector
boundaries and compared the results with the
simulations. The importance of the effects of the
gap and absorbing material will be quantified in
a realistic design of detector packaging. These in-
formation will be used to extend the tracking algo-
rithm to handle the realistic detector design.

4. Expected performance

Based on a conservative estimate of an efficiency
of 30%, GRETA will improve the sensitivity by
a factor of 100 for high-spin nuclear-structure stud-
ies. Such sensitivity will be important in the study
of very rare cascades, such as hyperdeformation
bands populated in fusion reactions. Due to the
energy add back feature, GRETA would also have
a much higher efficiency for detecting high-energy
gamma rays (e.g. 20% for a 10 MeV gamma ray).
This feature will enable the high-resolution studies
of high-energy gamma rays such as those from the
gamma decay of giant resonances. The large seg-
mentation, as well as the use of digital electronics
and signal processing, will result in a factor of 30
improvement in the counting rate. This will further
enhance the ability of detecting weak cascades.

The localization of the first interaction point in
a detector defines the angle of emission of that
gamma ray. Tracking will locate the position with
an accuracy about 2 mm (FWHM) and at a typical
source-detector distance of 15 cm the correspond-
ing angular accuracy is about 0.8° which is 10 times
better than existing detectors. This is especially
important when the gamma rays are emitted by
a moving source because its energy has an angular
dependent Doppler shift. A detector with a better
angular resolution will give a narrower energy

spread. For example, nuclei produced by projectile
fragmentation reactions usually have a recoil velo-
city of v/c = 30%. For a 1 MeV gamma ray emitted
at 90° to the recoil direction, the Doppler broaden-
ing would be 39 keV with a Gammasphere de-
tector, but only 3.7 keV with GRETA. In addition,
the location of the first and the second interaction
points give the scattering angle which provides
information about the linear polarization of
a gamma ray. This information is essential in deter-
mining the parity of nuclear levels. Tracking can
also distinguish gamma rays emitted by the source
from those originating outside the detector array,
providing a new method of reducing the back-
ground in experiments measuring low intensity
gamma rays.

5. Conclusion

A gamma ray energy tracking array which is
based on highly segmented Ge detector elements
would provide far better efficiency, peak-to-back-
ground, counting rate and localization than any
existing gamma ray array. These new capabilities
will have a major impact in many areas of physics.
Recent progress in detector segmentation, signal
processing and gamma ray tracking indicate that
this new concept is feasible and a cost effective
array can be constructed.
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Abstract

We present a new concept for y-ray detector arrays. An example, called GRETA (Gamma-Ray Energy Tracking
Array), consists of highly segmented HPGe detectors covering 4 solid angle. The new feature is the ability to track the
scattering sequence of incident y-rays and in every event, this potentially allows one to measure with high resolution the
energy deposited, the location (incident angle) and the time of each y-ray that hits the array. GRETA will be of order of
1000 times more powerful than the best present arrays, such as Gammasphere or Euroball, and will provide access to new

physics. © 1999 Published by Elsevier Science B.V. All rights reserved.

1. Introduction

Much of what we known about nuclear energy
levels has come from studying the electromagnetic
radiation emitted when the system makes
a transition from one state to another. For a nu-
cleus, the order of magnitude of the transition en-
ergy is 1 MeV. For about 30 years, high-purity
germanium (Ge) crystals have been the detectors of
choice for such studies. Improvement in detector
properties (size, energy resolution) and in detector
number (large arrays) has recently culminated in
the construction of Gammasphere [1], Eurogam

*This paper should have been published together with the
paper “A y-ray tracking alogorithm for the GRETA spectro-
meter” (Nucl. Instr. and Meth. A 430 (1999) 69).

* Corresponding author. Tel: + 1-510-486-5384; fax: + L-
510-486-7983.

E-mail address: mads@lbl.gov (M.A. Deleplanque)

! Present address: Lawrence Livermore National Laboratory,
Livermore, CA 94550, USA.

[2,3] and Euroball [2-4]. These arrays all use the
concept of Compton suppression to improve the
peak-to-background ratio in the y-ray spectra. In
this paper, we present a new concept for a y-ray
detector array, illustrated in the detector system
called GRETA (Gamma-Ray Energy Tracking Ar-
ray), that will have a resolving power? 100-1000
times greater than Gammasphere. GRETA consists
of a “solid” shell of about 100 highly segmented Ge
detectors. The solid angle subtended by the Ge
detectors will be 4x (instead of approximately 2w as
in a Compton-suppressed array), and the Comp-
ton-scattered y-rays will be recovered (instead of
rejected) by tracking the y-ray interactions from
one detector to the next.

These y-ray detector arrays are primarily used to
study nuclear structure and reactions. However,
they can also play an important role in other fields

2 As will be discussed later (Section 2.2.4), the resolving power
of such arrays depends to some extent on the experiment con-
sidered.

0168-9002/99/$ - see front matter © 1999 Published by Elsevier Science B.V. All rights reserved.
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in which the nucleus is used as a laboratory; for
example, in studying fundamental interactions or
astrophysics; or in searches for exotic forms of
matter such as strange matter. The unique charac-
teristics of GRETA will enable us to address new
kinds of physics.

The next section will review the development of
y-ray detectors, leading to the need for a new con-
cept. Section 3 will present the GRETA concept.
Section 4 will outline the methods used to design
such a detector array and the present status of the
research and development. Section 5 will briefly
review the new physics that can be done with such
an array.

2. Development of y-ray detectors

We will first present the characteristics of a good
y-ray detector array and then review the develop-
ment of the Ge detectors. Some of the new physics
discoveries made using such arrays will be men-
tioned at the end of each section.

2.1. Characteristics of a y-ray detector array

An ultimate goal of a y-ray detector array is to
resolve all possible y-ray decay sequences. Usually,
detectors, such as microscopes or telescopes, are
characterized by their resolving power. In nuclear
structure physics, there are many weakly populated
sequences embedded in large and complex back-
grounds and the ability of the instrument to resolve
such sequences depends on the detailed nature of
both the sequence and the background, so that
there is no unique definition of the “resolving
power” of the detector. However, the concept of
resolving power has proved useful and will be dis-
cussed in more detail in Section 2.2.4 when evaluat-
ing the performance of detector arrays. Even
without an explicit definition, it is clear that the
important properties of a y-ray detector are: (1)
high efficiency in detecting incident y-rays; (2) high
energy resolution; (3) high ratio of full-energy
events to total (full energy and partial energy)
events (called the peak-to-total ratio or P/T ratio);
(4) high granularity to localize individual y-rays;
and (5) stable operation and long life. The basic

element of such a detector system is (and has been
for more than 30 years) a semiconductor detector
made of germanium, and the main reason for this
has been their high y-ray energy resolution. Pro-
gress has been made in both the size of these de-
tectors and their arrangement into efficient arrays.

2.2. Development of Ge detector systems

2.2.1. The first Ge detectors

In 1962, the first Li-drifted Ge detectors were
made [ 5]. The new feature was their excellent y-ray
energy resolution (6 keV at 1 MeV) - about a factor
of 10 better than that of their predecessor, the Nal
scintillator. The first detectors had a small volume
(~ 1ml) and a very small full-energy efficiency,
~ 1% of that of the standard Nal scintillator
(7.5 cm diameter x 7.5 cm long at 25 cm from the
source). But soon thereafter, Ge detectors with ef-
ficiencies around 10% were used. By 1970, y-y
coincidence measurements using two Ge detectors
were routinely used to construct complicated nu-
clear level schemes. A major discovery in nuclear
structure using these detectors was the so-called
“backbending” in ground-state rotational bands
of moderately deformed nuclei in 1971 [6]. Because
of the high energy resolution of these Ge detectors,
weak y-ray transitions could be seen for the first
time up to and above spin 14. Around that
spin, irregularities (backbendings) in the rotational
bands revealed Coriolis effects [ 7] aligning single-
particle angular momentum along the rotation
axis. This “alignment” concept led to the study
of single-particle motion in a rotating potential
and the development of the cranking models.
Such models have formed the basis for under-
standing the properties of nuclei at high spins
and have been used ever since in both theor-
etical and experimental developments in nuclear
structure.

2.2.2. High-purity Ge detectors

A milestone in the development of Ge detectors
came in 1971 [8] with the development of high-
purity Ge detectors. This meant that there was no
longer a need for Li drift and bigger detectors could
be made, providing much greater efficiency, parti-
cularly important in coincidence experiments.
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2.2.3. Compton suppression and detector arrays

In 1980, a big step was made with the develop-
ment of arrays of Compton-suppressed Ge de-
tectors. One way to decrease the background of
partial-energy y-ray events is to veto these events
whenever possible. The large majority of these oc-
curs when a y-ray Compton scatters in the Ge
detector and the scattered y-ray escapes the de-
tector, leaving only a partial energy signal that is of
no interest. It is then advantageous to suppress this
event. This is done by surrounding each Ge de-
tector with another efficient y-ray detector which
catches the escaped Compton-scattered y-ray and
vetoes the recording of the signal from the Ge
detector. This is the Compton-suppression tech-
nique. Typically, it increases the peak-to-total ratio
of a 1.3 MeV y-ray from 20%, for a bare Ge de-
tector (of size 7 cm diameter by 8 cm long), to 50%,
for a Compton suppressed detector. This well-
known technique was “revived” around 1980 in the
construction in Copenhagen of the first “array” of
five elements, each composed of a Ge detector
which is Compton-suppressed by a large Nal scin-
tillator [9,10]. At that time, a more efficient scintil-
lator, bismuth germanate (BGO), was being
developed. Due to its high density and Z, this
material is about three times more efficient per unit
length than Nal in interacting with gamma rays.
The Berkeley Nuclear Structure group pioneered
the BGO Compton suppressors and assembled the
first large array of 21 Compton-suppressed Ge de-
tectors called HERA [11,12]. Such arrays were
developed in parallel in Europe, particularly in
Daresbury, UK where various configurations of
arrays called TESSA were set up. It was with one of
these arrays that “superdeformed nuclei at high
spins” were discovered in 1986 [13]. Super-
deformed nuclei are loosely referred to as nuclei
which are more deformed than “usual”, ie. typi-
cally they have the shape of an axially symmetric
ellipsoid with a ratio of the long to short axis
around 2. They are interesting because the forces
that the nucleons feel in such nuclei differ in system-
atic ways from those felt in “normal” nuclei. For
example, the Coriolis and centrifugal forces due to
rotation are weaker relative to the coupling to
deformation than in normal nuclei and this gives us
a chance to study nuclei under new conditions. An

important resulting property of superdeformed
nuclei is that they are the best (nuclear) rotors
known, giving deexcitation spectra of equally
spaced gamma rays which are relatively easy to
search for in two- or three-dimensional y-ray
spectra. Except for the heaviest (the fission
isomers), the superdeformed nuclei are populated in
nuclear reactions only at very high spins (40-60 #),
and the reaction mechanism is such that their
population is very small, typically only about 1%
of the total reaction cross section. The key to find-
ing and studying these nuclei was to make use of
the regular spectra and of the increased efficiency of
multidetector arrays, which provide higher-order
coincidence spectra and thus higher resolving
power.

2.2.4. Resolving power and 4 © arrays

To quantify the performance of 4n arrays and
plan new ones, the concept of resolving power — the
ability to isolate a given sequence of gamma rays
from a complex spectrum - was introduced [1].
Our precise definition of the resolving power [14] is
dependent on assumptions related to the type of
spectra. (Other formulations have been given by
Radford [15]).

We consider the y-ray spectra typically produced
in nuclear fusion reactions, which consist of a num-
ber of y-rays per cascade extending over a certain
energy range. This determines an average energy
spacing per transition (SE). We further assume that
the background is essentially unrelated to the peaks
(which means that the cascade of interest has
a small intensity and is not in coincidence with the
bulk of the background). To be “resolved”, a peak
must stand out above the background and also be
statistically significant. We take as criteria for
a peak to be “resolved” from the background that
the peak-to-background ratio is one and that there
must be N counts in the peak.

The peaks are measured with an energy resolu-
tion 8F, so that every time we set a gate on such
a peak (i.e., a coincidence gate of width 8E), we
improve the peak-to-background ratio for that se-
quence by a factor around SE/SE. We also take into
account that a y-ray peak represents only a fraction
P/T of the y-ray total intensity (see Section 2.1), and
further that a typical gate includes only a fraction
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of the full-energy peak (a realistic number for
a FWHM gate on a Gaussian peak is 76%). The
improvement in peak-to-background is then given
by R =0.76(SE/SE)P/T. In this derivation of the
resolving power, we assume that for any fold con-
sidered, the peaks to resolve are much smaller than
the background. Thus, the peak-to-background ra-
tio in the one-fold spectrum for a branch of inten-
sity a is «R, and for an f-fold coincidence spectrum
(i.e. one where f y-rays are detected) this ratio is
aR’. Thus, for a peak-to-background ratio of one,
aR’ = 1.

The number of counts n in the peaks of an f-fold
coincidence spectrum for a branch of intensity « is
n = aNye/, where N, is the total number of events,
and ¢ is the total full-energy peak efficiency of the
array for a typical energy.

We now apply the criteria given above to define
the resolving power. The conditions for a cascade
of minimum intensity (x,) to be “resolved” (N
counts in a peak with peak-to-background ratio
one) define an “optimum-fold” (F) that will just
satisfy the criteria given above. Thus we have
N = aoNoe" and aoRF = 1. The intensity of that
cascade oy = 1/R" defines the resolving power RP
as 1/oy = RY. At this optimum fold, F, o, represents
the smallest sequence intensity that can be “re-
solved” in that spectrum. By eliminating F using
the equations for oy and N, one obtains the expres-
sion for the resolving power as a function of &
and R:

RP = exp[In(No/N)/(1 — In ¢/In R)]. (1)

This formula shows that the important parameters
which determine the performance of this type of
y-ray array are the energy resolution, dE, of the
detectors, their characteristic peak-to-total ratio,
P/T, and the full-energy peak efficiency, e. What the
first generation arrays such as HERA have done
over previous systems of three or four Ge detectors
is to improve (1) the P/T through Compton sup-
pression and (2) the full-energy peak efficiency
through the number of detectors used. If we take
N =100 and a typical value of N, = 2.88 x 10'°,
corresponding to a reaction rate of 10°/s for a dura-
tion of 80 h, then In(Ny/N) = 19.5. We can evaluate
the resolving power of the HERA array mentioned
in the previous paragraph. In the evaluation one

takes into account realistic experimental conditions
and defines S E.¢; as an “effective” energy resolution,
which includes not only the intrinsic resolution of
Ge detectors (approximately 2 keV for a 1 MeV
gamma ray), but also other effects that might affect
the peak width, such as the Doppler broadening
due to the recoil velocity of the product nuclei that
emit the y-rays and the finite size of the Ge detector.
For HERA, ¢ = 0.012, §E ¢ = 6.1 keV, P/T = 0.40.
We take SE = 60 keV for all our evaluations. The
resolving power of HERA is then 50 for y-rays of
approximately 1 MeV.

In 1987, another big step was accomplished when
the Berkeley Nuclear Structure group proposed an
array design that was optimized to maximize the
solid angle covered by the Ge detectors, and that
took advantage of the fact that bigger Ge detectors
could then be manufactured (efficiency of 75% of
that of the standard Nal detector (cf. Section 2.2.1)
as compared to 25% for the HERA Ge detectors),
which improved the P/T as well as the efficiency.
Each Ge detector was still surrounded by a BGO
Compton suppressor, and altogether, almost the
entire 47 solid angle was covered by 110 Ge de-
tectors and their BGO Compton suppressors. The
array is called Gammasphere and it was built at
the Lawrence Berkeley National Laboratory with
the participation of other US National Laborator-
ies and Universities. Dedicated in December 1995,
Gammasphere is a National Facility and was oper-
ated at LBNL until September 1997. It was then
moved for some period of time to the Argonne
National Laboratory. Detector arrays of similar
resolving power were constructed in parallel in
Europe (Eurogam, succeeded now by the Euroball
array).

The Gammasphere detailed design will not be
discussed here, but there is one property that
should be mentioned because it affects the resolving
power: approximately 70 of a total of 110 Ge de-
tectors are segmented into two D-shaped halves
through the electrical segmentation of the outer
electrode. This feature, which will be discussed in
a following paragraph, increases the effective en-
ergy resolution of the Ge detectors (3 E.¢ decreases)
by reducing the Doppler broadening due to the
finite size of the angle subtended by each detector.
For Gammasphere, 8E.; = 3.95 keV, P/T = 046,
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which gives R = 5.3 and ¢ = 0.09, so that the re-
solving power is now approximately 3000, about 60
times that of HERA. An example of the increased
power of these new arrays is the discovery of the
“linking transitions” between superdeformed states
and normally deformed states in some nuclei
around mass 190 [16]. These transitions are indeed
very weak, around 1% of the intensity of the super-
deformed bands (which themselves have an inten-
sity around 1% of the total cross section) and their
observation corresponds to the gain made possible
by the increase in resolving power. Observing these
“superdeformed decay” transitions helps under-
stand how the nucleus makes such a dramatic
transition between two states where its shape is
very different. These links have been observed in
very few cases (5-10 out of about 300 bands known)
and the full decay mechanism is still not clear.
Many failed searches in other nuclei indicate that
higher resolving power is needed to elucidate com-

pletely the decay mechanism of superdeformed
bands.

2.2.5. Clustering of Ge detectors — towards 4n Ge
shell

In parallel with Gammasphere design and con-
struction, new types of Ge detectors were de-
veloped as a means of maximizing the efficiency
and P/T of big arrays. The two most important
ones are the clover detector [17,18] and the cluster
detectors [19,20] which are both components of the
Euroball array mentioned earlier. In present arrays,
each of these is surrounded by a Compton sup-
pressor. The clover detector is a composite of four
coaxial Ge detector elements whose side surfaces
have been cut so that they fit together much like the
leaves of a clover (see Fig. 1). The main advantage
of such detectors is their large efficiency (140%)
while the localization remains similar to that of
a single detector since one can usually determine
which of the four elements is first hit by an incom-
ing gamma ray. Thus the Doppler broadening is
reduced to that of one of the elements. Such com-
posite detectors utilize a new concept that consider-
ably increases the efficiency of an array: the concept
of “adding back”. By adding the energy of signals
that scatter between crystals, the efficiency of a
clover detector is increased by a factor 1.5 over the

Fig. 1. Schematic drawing of a clover detector (from Ref. [17]).

Fig. 2. Schematic diagram (side view cross section) of a cluster
of 7 HPGe detectors (5 visible) surrounded by their BGO Comp-
ton suppressor (from Ref. [19]).

sum of the contributions from the individual crys-
tals. The cluster detector is an assembly of seven Ge
detectors closely packed in a single cryostat (see
Fig. 2). The novelty of this cluster is that each
element of this assembly of seven is an encapsulated
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Ge detector [19,20]. An encapsulated detector is
hermetically encased (in vacuum) in an aluminum
can which is very close (1 mm) to the Ge crystal and
provides electrical shielding. The seven detectors
are packed very close together (crystal-to-crystal
distance of 2.7 mm) in a cryostat with a ~ 5 mm
spacing to the outer can which provides heat
shielding. In this way the space between each de-
tector in the group is minimized while retaining
flexibility to retrieve individual detectors for repair.
Clover and cluster detectors can increase the re-
solving power of an array, compared with arrays
containing only conventional detectors, due to
higher efficiency and P/T. However, they suffer to
some extent the same limitations as Gamma-
sphere-type detectors: (1) part of the useful solid
angle is lost for Compton suppression and (2) the
gain in efficiency and P/T is partly offset by sum-
ming effects where two y-rays interacting in the
same detector are counted as one, due to the large
solid angle of such detectors. The summing effects
can be remedied by using many such composite
detectors far enough away from the y-ray source,
but the cost of such arrays would be prohibitive.
This is where the new concept of GRETA comes in
and qualitatively changes what can be achieved in
y-ray detection.

3. GRETA concept
3.1. GRETA principle

GRETA consists of a “solid” shell of (about 100)
highly segmented large (e.g., 8 cm diameter by 9 cm
long) HPGe detectors. The outer contact (surface of
the coaxial detector) is segmented into many “rec-
tangular-like” areas. The full energy and angle with
respect to the beam direction of each incident y-ray
are determined by measuring, with high resolution,
the energy and position of each of its interactions in
the Ge crystals (see Fig. 3). The incident y-ray is
reconstructed by identifying these interactions us-
ing a tracking algorithm based on the Compton-
scattering formula which describes the interactions.
The y-ray energy is obtained by adding the energy
deposited at each interaction, and the emission
angle of the incident y-ray is deduced from the
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Fig. 3. Schematic view of interactions (dots) of an incident y-ray
in highly segmented HPGe detectors. The positions and energies
of the interactions are used to reconstruct the energy and angle
of the incident y-ray.

position of the first interaction. Using fast transient
digitizers, an additional gain in efficiency comes
from the reduced dead time. In addition, it is ex-
pected that, using parallel processing, this analysis
can be done in real time. The improvement over
previous arrays comes from three areas: (1) the
efficiency is increased because nearly 100% of the
solid angle is occupied by the Ge detectors which
provide a useful high-resolution energy signal (in-
stead of 46% in Gammasphere, for example) and,
in addition, most gamma rays Compton-scattered
to another crystal can be recovered; (2) because of
the high segmentation, each y-ray interaction can
now, in principle, be resolved and attributed (by
tracking) to a particular incident gamma ray, thus
eliminating the summing problem and improving
the peak-to-total ratio; and (3) since the interac-
tion-position resolution is high (of order 2 mm), the
position of the first interaction of a y-ray will give
its direction from a target or source with that pre-
cision and the Doppler broadening effects due to
finite detector size will be greatly reduced.

3.2. Determination of the y-ray-interaction position
3.2.1. The radial position

It is known [21] that an average radial position
of interactions from one y-ray in a coaxial detector
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can be determined by the drift time of the charge
toward the electrodes. However, this property has
not been used in typical nuclear physics experi-
ments although a hardware circuit to determine the
drift time of the main signal has been implemented
in Gammasphere [22]. In GRETA, the radial posi-
tion of an interaction is related to the drift time in
the segment that receives the net charge from the
interaction as well as to the shape of the transient
signals (see Section 3.2.3). It will be deduced from
the full decomposition of all the signals in the
detector.

3.2.2. Azimuthal and depth position

In the Gammasphere two-fold segmented de-
tector (Section 2.2.4, Fig. 4), the incident y-ray may
be completely absorbed in one half of the crystal,
and it is then observed as a net charge signal in the
corresponding electrode. If the y-ray scatters into
the other half of the crystal, there is a net charge in
each electrode and in that case, its localization is
based on the proportion of the energy deposited in
each half. This gives a position resolution that is
less than the size of the segment and is about a third
of the solid angle subtended by the detector. Based
on simulations and measurements, an often used
procedure of position determination is that if more
than 90% of the total y-ray energy is deposited in
one segment, the incident y-ray is assumed to hit
the center (of the front surface) of that segment, and
if the energy deposited in one segment is between
10% and 90% of the total y-ray energy, the incident
y-ray is assumed to hit the center (of the front face)

Quter Contact Outer Contact
(side 1) (side 2)

o /

Inner Contact

Fig. 4. Schematic view (from the back) of a Gammasphere
segmented HPGe detector.

of the detector. Of course, when there is a net
charge in both halves, one cannot distinguish be-
tween a scattering of one y-ray from one side to the
other and a double hit, but the latter are small
(typically < 10% in Gammasphere). In GRETA,
one would like to segment the outer electrode of the
Ge detector such that only one y-ray interaction
occurs in each segment. A crude evaluation using
the interaction length of y-rays (of a typical energy
of 1 MeV) indicates this requires “rectangular-like”
segments 2-3 cm on a side etched onto the outer
surface of the detector (i.e., in the length (z) direc-
tion, and in the azimuthal (r¢) direction). By just
collecting the net charge signals on each segment
that fires, the azimuthal- and z-position resolution
would correspond to roughly the size of the seg-
ment. However, one can do better than this by
making use of the transient signals induced in
neighboring electrodes.

3.2.3. The transient signal

In the two-fold segmented detectors of Gamma-
sphere, one could analyze the energy distribution of
the net charges in adjacent segments to obtain
a position resolution better than the size of the
segments, but one can do much better by analyzing
the transient “induced charges” in neighboring seg-
ments. It was realized [23] that the charge drifting
towards one electrode induces a signal in the neigh-
boring electrodes and that the characteristics of this
transient signal depend on the position of the inter-
action relative to the boundaries of the electrodes.
Fig. 5 shows schematically the current signals pro-
duced when the charge from an interaction drifts
toward its destination electrode as indicated in the
Ge cross-section diagram on the left. The solid line
shows the current signal in the segment where the
interaction takes place. The signal increases con-
tinuously until the charge is neutralized when it
reaches the electrode. The dashed lines are the
transient currents as a function of time in the two
neighboring segments. Their general behavior can
be understood simply by considering the field lines
that intersect each electrode and generate the image
charges. Thus, in the segment where the interaction
took place, the image charge always increases until
the charge reaches the electrode, while in the neigh-
boring segments, the transient image charge will
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Fig. 5. Current signals on three electrodes (right) from a charge
drifting toward the outside electrodes. The position of the inter-
action is shown as a dot on the detector cross section (left). The
current from the destination electrode is the solid line and its
integral is the net charge which gives the energy. The current
from each neighboring electrode (dashed lines) integrates to
Zero.

decrease (and therefore the current will change sign)
when the charge gets close enough to the destina-
tion electrode, and they will decrease more or less
rapidly depending on the initial position of the
charge. The net charge will be zero in these neigh-
boring segments. Both the amplitude and the time
of the maximum of the transient current signals can
be used as parameters that define the position of
the interaction with greater precision than the size
of the segments. Using a prototype 12-segment Ge
detector, tests are presently being performed to
determine the attainable position resolution (see
Section 4.2). A position resolution of a few mm in
three dimensions is expected.

3.3. Reconstruction of the incident y-rays and of their
energy

Once the position and energy of each y-ray inter-
action in the Ge detectors have been determined
(with a known resolution) the next step is to deduce
which interactions belong to a given y-ray, sum up
their energies to obtain the incident y-ray energy
and find the first interaction to obtain the y-ray
direction. So far, an algorithm involving a three-
step process has been implemented [24,25], which

constitutes a preliminary evaluation of this aspect
of GRETA. The first step is to group the interac-
tions into “initial clusters”, which are assumed to
result from the interactions of one incident y-ray in
the Ge detector array (at present considered to be
a solid Ge shell). In a second step, the interactions
within each cluster are evaluated (tracked) using
the Compton formula to determine whether it is
a “good” cluster. If not, one tries to maximize the
number of good clusters in a third step by rearrang-
ing (adding or splitting) the original clusters and
then testing the rearranged clusters once more with
the Compton formula. This algorithm has been
tested using simulated data from GEANT [26]
which provides a set of interaction points generated
by a number of input y-rays. The following subsec-
tions give a more detailed description of this recon-
struction process.

3.3.1. Cluster creation

We define clusters by the angle » from the center
of the array subtended by a pair of interactions. In
this step we ignore the depth (z) of the interaction
points. If the angle defined by any two interaction
points is smaller than », these interactions are de-
fined as initially belonging to the same cluster. The
cluster is expanded if any additional points are
found to be within the angle + from any cluster
point. The set of clusters defined in this way is then
tested using the Compton formula.

3.3.2. Tracking

Tracking has been extensively used before in
particle detection. It generally uses a trajectory or
time sequence of the particle position. This is not
possible with y-rays where all the signals from
a series of y-rays from one event appear simulta-
neous. In our case, tracking uses the energy depos-
ited and the 3-dimensional position of each
interaction point. The energy deposited (Ey) is the
energy difference between the incident y-ray and
the scattered y-ray. It is related to the scattering
angle 0 by:

E,=E, —E,

0.511
= F —
(0.511/Ey) + 1 — cos & @)
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where E, is the sum of the energies of the interac-
tion points in the cluster. From the measured value
of E,, the scattering angle can be determined. How-
ever, the scattering angle can also be obtained from
the position of the consecutive interaction points.
The consistency of these two values is a test of the
scattering sequence assumed. This is a very com-
plicated problem since in a typical event, there are
of order 20 y-rays, each having on the average
4 interactions in the Ge shell. Such tracking tech-
niques have not been used before, except perhaps in
astronomy in so-called Compton y-ray observato-
ries to determine the direction of a y-ray source in
the sky. However, tracking is much simpler in this
case because the source emits a single y-ray at
a time and only the first Compton interaction is
used.

To evaluate a sequence in GRETA we use a fig-
ure of merit, which is basically the total ¥* resulting
from the difference of the two scattering angle
values for all interaction points in the cluster. For
a cluster of n interaction points, there are n! pos-
sible scattering sequences. These sequences are tes-
ted to find the one with the minimum y. If it is
below a predetermined threshold for 2, the cluster
is defined to represent a “good” y-ray. If it is above,
the clusters are split or added in some prescribed
way and then tested again in the same way using
the Compton formula. This process produces a set
of reconstructed y-rays which is compared to the
known set of input y-rays to give the peak-to-total
ratio and an efficiency curve as a function of ». Such
a study of the dependence of the performance on
the angle parameter » (see Section 4.3) will deter-
mine which value(s) of + to use in the analysis of
experimental data.

The above cluster recognition algorithm is one
possible approach and shows the “principle” of
reconstruction of the incident y-rays. Other algo-
rithms need to be explored, as well as different
techniques such as neural networks.

3.4. Preliminary description of GRETA

The goal of this section is to give the reader
a realistic idea of what such an array would look
like. Since the design studies are not finished, we
will only describe a possible detector configuration,

as well as general components of the electronics
and acquisition systems.

3.4.1. Detectors

A geometry that keeps the spherical symmetry
and in which the Ge material covers the 4 solid
angle is similar to that of Gammasphere [1]. It
consists of 120 elements, 110 (almost) regular hexa-
gons and 12 pentagons, two of which are used for
the entrance and exit beam pipes in nuclear physics
experiments at accelerators. Taking into account
the present production limitations on the diameter
of the Ge detectors (approximately 8 cm), tapered
hexagonal detectors with the back part cylindrical,
as shown in Fig. 6, optimize the amount of Ge
material used without losing too much efficiency:
only the last 1.4 cm at the back of the detector will
not cover the full space. Using the Gammasphere
geometry, this gives an inner radius (to the front
face of the crystal) of approximately 12 cm, enough
space to accommodate auxiliary detectors. A seg-
mentation into 36 elements corresponds roughly to
one interaction length and thus there are approx-
imately 4000 segments in GRETA. Other packing
geometries are being considered, for example, using
cubic or regular hexagonal shape detectors that will
make better use of the Ge material but will no
longer have spherical symmetry.

3.4.2. Electronics

The present view is that cold FETs in the same
vacuum as the crystal will give the best energy
resolution. There is some uncertainty as to whether

G Longitudinul
Segmentations

Sl 1T Transverse

Segmentation

9 cm
Fig. 6. Schematic perspective view (from the back) of the 12-
segmented HPGe first GRETA prototype. The segmentation of
the outer electrode is indicated as dashed lines.
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36 (or more depending on the packaging chosen)
FETs in one cryostat will be reliable enough to be
usable. However, the present experience with our
12-segment prototype is encouraging; in a six-
month period of continuous operation, and several
temperature cyclings, there was no problem asso-
ciated with the cooled FETs in the detector vacuum
container. The preamplifier signal, after digitiz-
ation, will be filtered in various ways according to
the information wanted; primarily low bandwidth
for energy information and high bandwidth for
shape analysis. Therefore, the preamplifier is de-
signed to have a large enough bandwidth [27] with
a minimum rise time of approximately 10 ns. This
should be enough to determine the interaction
position of the net and transient signals as shown in
Fig. 7. In this figure, calculated charge signals are
shown for the segment in which an interaction
takes place (segment 1) and in the ¢ neighbors
(segments 2-4, see inset on top left panel of Fig. 7),
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as a function of the interaction position for a cylin-
drical six-fold segmented Ge detector of radius
35 mm. In this two-dimensional simulation, the in-
teraction position is characterized by the Y coordi-
nate (distance perpendicular to one boundary in
segment 1 and the radius R. Y and R are each varied
at intervals of 3 mm. The detailed shape of the in-
duced signals (whether positive or negative, and the
duration of the signal) will be discussed later (Section
4.1). Note that the amplitude of the induced signal
depends primarily on how far from the interaction
the segment boundary is, and that the risetime of the
induced signal depends on the radial position.
More details will be given in Ref. [28]. The 10 ns
rise time capability of the preamplifier is enough to
distinguish the various calculated signals.

3.4.3. Pulse shape analysis and data acquisition
The general data flow is schematically shown in
Fig. 8. The goal of on-line data analysis is to deduce
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Fig. 7. Charge signals calculated in segments 1-4 (see inset in top left panel), for a grid of interaction points in segment 1 defined by
Imm <Y <28 mm, 6 mm < R < 33mm and AR = AY = 3 mm (see text).
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Fig. 8. Schematics of GRETA data flow.

and subsequently store only the direction (first in-
teraction point), energy and time of emission of
each y-ray. The second interaction position will
also be stored when polarization analysis is desired.
We estimate that, using current algorithms, the
computation time for full tracking takes approxim-
ately 1 ms, therefore if we use 1000 parallel com-
puters, we will be able to analyze 10° events per
second. At a cost of $1000 per computer, this is an
achievable goal. In addition, we estimate that opti-
mizating both hardware and software may reduce
the tracking analysis time by a factor 10. The pulse
shape analysis electronics represents a compromise
between the needs of sufficient energy resolution
and high count rate. A 12-bit, 10-ns ADC will
provide a continuous train of 10® words or 2 x 108
bytes per second. Thus each segment has its own
ADC which digitizes the preamplifier signal in
300 ns, and also provides digitized background in-
formation. However, this 12 bit, 10 ns ADC is cur-
rently expensive and it is presently advantageous to
replace it with a cheaper combination of two
ADCs, a slower one (25 ns) with high resolution (12

bits) for energy measurement, and a fast one (10 ns)
with lower resolution (8 bits) for signal shape
measurement. Two levels of digital signal proces-
sors (DSP) could be used to determine the position,
energy and time of each y-ray interaction. In the
first level, each ADC is connected to its own DSP
which calculates the energy, time and other impor-
tant characteristics (e.g., shape) of the digitized sig-
nal, using a variety of filters and algorithms. The
goal is to accomplish this in approximately 1 ps. In
addition, the signal from the central detector con-
tact can be used with a slower shaping time to
improve the energy resolution when only one y-ray
is absorbed in that detector. At this point, it is
conceivable to make a first-level decision to keep an
event depending on the number of interactions
detected (i.e. y-ray multiplicity), given an expected
average number of four interactions per y-ray. In
the second level, we want to correlate the various
first-level DSP signals in order to relate the transi-
ent signals to the appropriate interaction points
and obtain the interaction position with a desired
precision of order 2 mm. This is done in another set
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of (4000) DSPs in which we input the signals from
each segment and a number of its neighbors, since
we expect the transient signals to be strongest in the
immediate neighbors. The number of neighbors
needed and the details of the algorithm required to
deduce the interaction position with the best res-
olution will be determined shortly using the 36
segments prototype. Again the goal is to process
this second level in approximately 1 ps. At this
point, typically 5 words (2 bytes each) per interac-
tion (the 3 position coordinates, energy and time of
each y-ray interaction) are sent, with appropriate
buffering, to the set of parallel computers. Assum-
ing, as an example, that there are 25 y-rays emitted
in the event, each making an average of 4 interac-
tions in the Ge material, the data flow consists of
approximately 25 x4 x 5 x 2 = 1 kbyte/event. Each
event is processed through a “cluster recognition”
algorithm to provide the direction, energy and time
of each gamma ray in a time which is currently
~ 1 ms. With a reasonable selection of events (e.g.
high multiplicity) and enough computers ( ~ 1000),
events can be processed asynchronously and be
stored on tape in this form as fast as they are
produced in the experiment.

This represents only the principle of a data ac-
quisition system, the DSP algorithms need to be
developed, and the computer configuration is still
to be designed. A module for digital signal process-
ing suitable for GRETA detectors is presently being
designed by X-ray Instrumentation Associates

[29].
3.5. Evaluation

3.5.1. Resolving power

Since the research and development, as well as
the design of GRETA, are not complete, a final
number for the resolving power cannot be obtained
at present. However, we expect a value between
a minimum which corresponds to what we estimate
can be achieved at present and a maximum which
represents a “perfect” performance. Both limits of
the resolving power are estimated by assuming the
geometry described in Section 3.4.1 and take into
account the losses due to gaps and absorption in
the Al cans. Also in both cases, it is assumed that
the position resolution will be good enough to

eliminate the Doppler broadening so that only the
intrinsic Ge energy resolution remains, i.¢., 2 keV at
1.332 MeV. This assumption is valid in the typical
fusion reactions that were considered when evalu-
ating previous arrays and it is used here for com-
parison purposes. In addition, because of the
shorter processing time and the increased number
of segments, the event rate can be increased by
a factor of approximately 24: i.e., we estimate that
with current DSP technology, each sector will be
able to sustain 4 times the rate of that of a Gamma-
sphere detector, which, with the 6-fold segmenta-
tion of the front face of each detector, results in an
overall average factor of 24 improvement in the
counting rate (the multiple transverse layers of the
detector roughly compensate the 3 or 4 interaction
points of each y-ray in the detector). Here also, the
factor 24 represents a maximum of what the array
can accomplish since other limits (in beam inten-
sities or in heat that a target can withstand) may
decrease this value. Thus, N, in formula (1) is
increased by a factor 24 (i.e., 2.4 x 10° events/s). For
the minimum value of the resolving power, the
algorithm used to estimate the efficiency ¢ and the
peak-to-total P/T (see Ref. [24,25] and Section 4.3)
assumes an isotropic launch of 25 y-rays of
1.332 MeV and an interaction position resolution
of 2 mm. The photopeak efficiency is found to be
22% and the P/T is 0.62, which gives a resolving
power of 1.8 x 10°, a gain factor of 600 compared
with Gammasphere. For the maximum value of
the resolving power, it is assumed that the photo-
peak efficiency is only limited by the transparency
of the Ge material, the gaps between crystals, and
by the absorption in the Al cans. This gives
a ¢ value of 54%. Assuming minimal uncertainties
in the interaction position resolution, the P/T is
estimated at 0.9, and the resolving power is then
1.4x10%. Even the minimum, 1.8x105 is an
enormous gain over the present arrays, and Fig. 9
shows that it is a 10 times bigger step than the
previous one (e.g. between HERA and Gamma-
sphere). In this figure, the resolving power is
plotted against the photopeak efficiency for various
values of R, the gain per fold of peak-to-back-
ground ratio.

The gain in energy resolution over Gammasphere
is a factor 2 (for a typical fusion reaction considered
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Fig. 9. Resolving power as defined in Eq. (1) as a function of
photopeak efficiency for various values of R, the gain in peak-
to-background per fold (sec Sections 2.2.4 and 3.5.1). The solid
lines correspond to In No/N of Eq. (1) of 19.5, valid for previous
arrays. The dashed lines correspond to the value In No/N of
22.6, valid for GRETA (see text).

in this evaluation) - for y-rays of approximately
1 MeV - similar to the gain between previous gen-
erations — although the reason is different. The gain
in energy resolution between HERA and Gamma-
sphere is due to the larger distance between the
target and the detectors in the latter as well as the
segmentation of 70 of the Gammasphere Ge de-
tectors resulting in a smaller angle subtended by
the Ge detectors and therefore a smaller Doppler
broadening. In GRETA, the angle subtended by
each detector becomes irrelevant since the angle of
the incident gamma ray is determined from track-
ing to within approximately 2 mm. The Doppler
broadening is practically eliminated and only the
intrinsic Ge resolution remains. The efficiency is
immediately improved by a factor close to two over
Gammasphere due to the gain in solid angle, and
by an additional factor due to the add-back and
tracking across detectors. The gain in peak-to-total
ratio in GRETA over Gammasphere is due to the
tracking which recognizes and keeps only the
full-energy vy-rays. And finally, the count rate
capabilities of GRETA are higher than those of
Gammasphere by more than an order of
magnitude.

3.5.2. Efficiency vs. resolution

Fig. 9 shows that at high efficiencies, the resolv-
ing power increases faster with efficiency than at
low values. We can quantify the relative import-
ance of gain per fold, R (proportional to energy
resolution), and efficiency, ¢, using formula (1), by
calculating the percentage change in resolving
power, RP, per percentage change of R and ¢. We
find that the ratio of changes in In RP relative to
¢ and R, called Ag/AR, is

As _ d(InRP)3(Ing) IR
AR~ 5(In RP)/S(n R)  In(1/s)

()

Thus, if ¢ is close to 1, Ag/AR tends toward infinity,
which means that for GRETA the efficiency is more
important than R (i.e. the energy resolution or P/T
ratio). In contrast, for the HERA array where the
efficiency is small (¢ ~ 0.012), A¢/AR is approxim-
ately 0.3, which means the resolving power is more
sensitive to R than to the efficiency. For Gamma-
sphere this ratio is close to one and the efficiency
and energy resolution have equal importance. This
should be taken into consideration when designing
GRETA.

4. GRETA development

The concept used in GRETA is new in two main
aspects: using the signal shape to determine the
interaction position accurately ( ~ 2 mm), and us-
ing a tracking algorithm to select full-energy y-rays
and determine the first interaction point. In addi-
tion, there are technical challenges: e.g., building
highly segmented HPGe (n-type) detectors, design-
ing fast electronics to analyze the pulse shape on-
line, and developing a powerful analysis system to
“track” on line. These problems have never been
studied before in this context and therefore simula-
tions are required to prove that such a detector
array can be constructed and will function as ex-
pected. The general method is to calculate the
signals in existing detectors and ensure that they
reproduce the measured ones. The calculated sig-
nals are then used to determine the pulse para-
meters that are most sensitive to the interaction
position in the crystal. Simulations, as well as
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measurements, will use these parameters to deduce
the position resolution that can be achieved and to
design the optimum detector. A tracking algorithm
is developed to reconstruct the y-rays once the
positions of all the interactions in an event are
determined. Details of this research and develop-
ment will be given in two other papers [24,25,28].
We shall give here only the milestones achieved.

4.1. Prototypes

Prototypes are used both for signal measure-
ments and to develop the technology of segmented
Ge detectors. The first tests were made using an
existing Gammasphere segmented detector. Both
the net charge signal and the transient charge signal
were calculated and measured. The important
conclusion drawn from these tests was that the
transient signal does exist and its amplitude is com-
parable (as much as ~ 40% of the net charge signal
amplitude) to the net signal in the sector hit and
agrees well with that calculated. This is the basic
information needed to be able to achieve a good
position resolution for tracking gamma rays. How-
ever, the transient charge signal in the Gamma-
sphere 2-segmented detector, extracted from the
outer electrodes, is noisy because of the large
capacitance between these electrodes and the Al
can. Similar measurements have been made with
the 12-segment prototype. In this detector, the
noise is much smaller mostly because of the smaller
capacitance due to the smaller area of each seg-
ment. The energy resolution of each segment is
approximately 1.8 keV at 1.332 MeV, exceeding the
specifications. Fig. 10 (left panels) shows the mea-
sured net charge signals for the interactions A) (top)
and B) (bottom) which take place in segment 1 as
indicated on the Ge detector schematic at the top of
the figure. The incident y-rays of 662 keV (from
a 137Cs source) are collimated from the front in
locations A) and B) and the multiple interactions
can take place at any depth in the detector (in
location B the y-rays hit the tapered surface of the
detector). The central and right panels compare the
measured and calculated transient charge signals in
segment 6 of the 12-segment prototype for the same
locations A) (top) and B) (bottom). The shape of the
signals can be understood from the time evolution

of the image charges as the electrons and holes
move towards the inside and outside electrode re-
spectively. For example, in Fig. 10(A), the electrons,
which induce a positive charge on the outer elec-
trode, are close to the center (positive voltage)
electrode. Therefore they will contribute very little
to the transient signal. The main contribution will
come from the holes which induce a negative
charge. This is why the transient charge signal is
negative in Fig. 10(A). Conversely, in position B)
(bottom panels), the electrons are the main con-
tributors to the signal and the transient charge
signal will be positive. In the calculation, the mea-
sured response from the preamplifier is included.
The calculations still need to be refined [28] but the
present agreement between the measurements and
calculations is encouraging. When the incident
y-ray is close to the boundary between two seg-
ments, the amplitude of the transient signal is ap-
proximately 40% of that of the net charge signal.
The amplitude of the transient signal changes (on
average) 2% per mm change in the y-ray interac-
tion position, for the first cm from the boundary,
very close to what is expected from calculations.
Measuring such a change in transient signal ampli-
tude appears feasible with existing detectors. The
next step is to order a 36-segment prototype, which
will test both its feasibility and the expectation that
36 segments are optimum for position resolution.

4.2. Signal processing simulations

As mentioned before, to be able to track y-rays,
one must deduce (within 1-2 mm) the position of
each interaction of each y-ray in the crystal from
the measured signals in all the segments. This is not
a simple problem since each interaction typically
induces signals in several neighboring segments
and there will typically be several interactions per
y-ray in the same segment and/or in nearby seg-
ments. Therefore, the signals from several interac-
tions may add and will require proper separation
into the original interactions. There is also the
possibility of nearby y-ray hits in high-multiplicity
events. This question is presently under investiga-
tion for a two-dimensional cross section (see Fig. 7)
of a crystal. The general method is to generate
from simulations a “basis” of signal shapes in each



306 M.A. Deleplanque et al. | Nuclear Instruments and Methods in Physics Research 4 430 (1 999) 292-310

X
MEASUREMENT CALCULATION
SEGMENT 1 SEGMENT 6 SEGMENT 6
T l T 7 l T !._:I T [ T I T T T 171 I LON | I 1T l:
o r 4 04
0.2 E- 3 03
B - 02
04 - 3 A)
L - 04
06 [ S 1 0
08 |- ‘2?‘ —g -0.1
o - = =+ - -0.2
T - +F ]
E= I I i SRR AR B M S
o3 T T .
£ o T + | o4
02 | F % + < 03
- E //A\\\ + 3 02
04 - £ /R T ]
B L /f§§1 e -4 0.1 B)
-08 —: -0.1
N = 0.2
‘1 1 1 | l J I O} I J S - ) D | l 1.1 l } I G} Lo.L...l I L4 1 I S | l:
120 140 120 140 120 140

Time (x12.5ns)

Fig. 10. Signals for incident y-rays of 662 keV collimated to positions marked A) (X = lTcem, Y =02cm, top) and B) (X = 2¢m,
Y = 0.2 cm, bottom) in the top view of the 12-segmented GRETA prototype shown at the top of the figure. The shaded area represents
the front face and the dashed lines are the segmentation lines. Left panels: measured net charge signals (in segment 1). Center (right)
panels: measured (calculated) transient charge signals in segment 6.
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segment due to interactions occurring in a regular
grid spanning the cross-sectional area. One then
uses this basis to decompose the observed (or cal-
culated) signals from an event to deduce the posi-
tion of one (or several) interactions. Fig. 7 shows
[28] an example of a set of basis functions cal-
culated in several segments for a regular set of
interactions separated by AR = AY = 3 mm. One
sees that certain characteristics of the signals (e.g.,
maximum amplitude, and time of maximum ampli-
tude) clearly depend on the interaction position.
Methods of decomposition, as well as other ap-
proaches such as neural networks need to be inves-
tigated.

4.3. Tracking

A tracking algorithm has been developed
[24,25], which reconstructs y-ray energies and posi-
tions from a set of known interactions simulated
with the GEANT Monte Carlo program. These
interactions are defined by their energy and their
position, assumed to be known with a certain accu-
racy. As already mentioned (see Section 3.3) one
uses geometric proximity (angle parameter, see Sec-
tion 3.3.1) to “define” clusters which are candidate
gamma rays and then uses the Compton formula to
identify those clusters which indeed represent a y-
ray. The results of the algorithm are compared with
the known input and its success is measured by the
efficiency and peak-to-total ratio. We consider, as
an example, the case of the detector configuration
described in Section 3.4.1, with realistic gaps and
absorption in the cans. Dependence of the perfor-
mance on y-ray energy, multiplicity, and position
resolution have been studied, but we shall only
discuss one example. Fig. 11 shows efficiency and
peak-to-total ratio as functions of the angle para-
meters for a high-multiplicity case of 25 y-rays of
energy 1.332 MeV. This represents a difficult case,
with y-ray energies that produce on the average
four interactions each, for a total of approximately
100 interactions per event. A position resolution of
2 mm is assumed. Under these conditions, an effi-
ciency of 22% and a P/T of 62% can be readily
achieved at the optimum angle parameter of 10°.
This represents a minimum performance in view
of the fact that a search for more sophisticated
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Fig. 11. Efficiency and P/T ratios deduced from the present
tracking algorithm of Refs. [24,25] for a realistic GRETA ge-
ometry (realistic gaps and absorption in the Al cans) and an
assumed position resolution of 2 mm for events consisting of 25
y-rays of 1.332 MeV. The dashed line represents the perfor-
mance of Gammasphere.

methods to optimize the number of clusters re-
covered has not been made. Much remains to be
done here since, as mentioned, a “perfect” algo-
rithm would produce an efficiency of 54% and
a P/T of 90%.

4.4. Electronics and acquisition

Two prototype preamplifiers have been built,
one at LBNL [27] and one at Cologne [30], and
are being tested with the 12-segment prototype.
Both are expected to be fast enough to be compat-
ible with GRETA requirements. At present, the
LBNL preamplifier has a ~ 20 ns rise time and an
electronic noise of 900 eV with a cold FET. Fast
ADC:s with high resolution are expected to be com-
mercially available at a reasonable price when
GRETA construction could begin around 2001.
We are presently testing a 250 MHz, 8-bit ADC.
A prototype digital signal processing module (in-
cluding filter, ADC and DSP) is being developed in
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connection with GRETA by the X-ray Instrumen-
tation Associates company [29] and will be ready
for tests soon. Finally, as computer technology
- keeps improving, we expect that it will be feasible to
acquire a set of parallel computers well suited to
perform the y-ray reconstruction analysis. We be-
lieve an electronics and acquisition system which
can analyze the signals “in flight” is achievable.

4.5. Future developments

We are presently developing algorithms to de-
duce the y-ray interaction positions from a com-
posite signal due to multiple hits in one segment.
This is the last step needed to prove that the
GRETA concept is valid and can be used in an
actual detector array. Much remains to be done
before finalizing a design for GRETA. Prototypes
will be used to compare measurements with calcu-
lations, optimize algorithms, and determine charac-
teristics of detectors and electronics. A 36-segment
detector has been ordered, and later, a 7- or 9-
detector prototype should help finalize the design
of the array.

5. GRETA capabilities for new physics

Although the GRETA detector is, in some sense,
the next step in the recent development of y-ray
detector systems, it is a very large step. The im-
provement in performance in some areas is so large
that it seems entirely new capabilities are provided.
For purposes of discussing the new physics
GRETA will enable, we will (somewhat arbitrarily)
focus on four areas where such “new” capabilities
will be realized.

One area that is entirely new is the characteriza-
tion of an incident y-ray through tracking; that is,
measuring each interaction point and requiring
consistency between the total energy and the en-
ergy and scattering angle at each point. A major
advantage is that close-lying y-rays can be separ-
ated, including ones that hit the same crystal. This
also allows one to distinguish full-energy events in
the crystal (those that track with low %) from
partial-energy events (those that do not track
with low x2), thereby improving considerably the

response function (peak-to-total ratio). This reduc-
tion of background is important for almost all
experiments involving y-rays. Measuring the scat-
tering angle between the first and second inter-
action point gives information on the linear
polarization of a y-ray which defines its electric or
magnetic character; essential information in many
nuclear structure studies, e.g. the determination of
the parity of nuclear levels. From simulations the
polarization sensitivity, Q(E,), is estimated to be
0.35, which is higher than any polarimeter ever
built (even those with extremely small efficiencies).
A figure of merit for polarimeters is generally taken
[31] to be: e[Q(E,)]%, where ¢ is the efficiency of the
detector, and on this basis GRETA is at least 100
times better than any previous system, including
Gammasphere and Euroball. In addition, tracking
can distinguish y-rays emitted by the source from
those originating outside the detector, important
for reducing the background in some types of ex-
periment with low counting rates. The tracking
information will become more important when one
must be more certain about the nature of an event.

The localization of the first interaction point in
a detector defines the angle of emission of that
y-ray from a source (target) of known location
relative to the detector. Through tracking, GRETA
will be able to locate that first interaction point to
within 2 mm (FWHM), or at a distance from the
source (to the average depth of the first interaction
around 1 MeV) of 15 c¢m, to within a FWHM angle
of 0.8°. For a standard Gammasphere-size detector
(~ 7cm dia.) at a typical distance of 25 ¢cm from
the source, this FWHM angle is about 8°, an order
of magnitude worse. This angular resolution is es-
pecially important when detecting y-rays emitted
by a fast-moving source because such y-rays have
a Doppler energy shift that depends on the angle of
emission, and this creates an energy spread in a de-
tector that depends on the uncertainty in the angle
of emission defined by the localization. As an
example consider the study of neutron-rich light
nuclei, where the production of near-drip-line
nuclei is by fragmentation reactions resulting in
product velocities v/c of 30%, or higher. For
a 1 MeV y-ray emitted at 90° to the beam direction,
the contribution to the FWHM of the energy
spread due to the Doppler broadening would be
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39 keV with a standard Gammasphere detector,
while it would be 3.7 keV with GRETA. This im-
provement can have a large effect on the physics,
both in detecting weak y-rays and in separating
nearby peaks. An example of this type of experi-
ment was the Coulomb excitation of a secondary
beam of **S produced in the primary fragmenta-
tion reaction *3Ca + ?Be [32]. The **S beam was
subsequently Coulomb excited in a thin gold foil at
the center of an array of position-sensitive Nal
detectors. Due to its better intrinsic resolution, loc-
alization and efficiency, GRETA would have
~ 100 times more sensitivity for detecting the
resulting 1.3-MeV y rays than the Nal array.
Localization is important for other experiments
involving large recoil velocities, e.g. those using
inverse-reaction kinematics and many Coulomb-
excitation studies.

GRETA has a much higher efficiency for detect-
ing full-energy y-rays than previous detector sys-
tems, especially for high-energy y-rays; e.g. at
10 MeV the efficiency is more than an order of
magnitude larger than in previous arrays. This high
efficiency is due to: (1) the 47 germanium coverage,
whereas detectors like Gammasphere and Euroball
have closer to 2n germanium coverage; and (2) the
“add-back” feature of GRETA, where y-rays can be
tracked out of one germanium crystal and into an
adjacent one, and by adding the appropriate inter-
action points, the full energy can be recovered. The
gain of GRETA efficiency over Gammasphere effi-
ciency is roughly a factor of 3, 6 and 20, respective-
ly, for the energies of 0.1, 1, and 10 MeV. While the
gain is large everywhere, it increases with increas-
ing y-ray energy due to GRETA’s improved ability
to collect larger showers. This efficiency will be
especially important in ISOL experiments where
the beam intensities are likely to be low, and in
giant resonance experiments where the combina-
tion of high efficiency and high-energy resolution is
unprecedented. An interesting example outside the
nuclear-structure area is the accurate measurement
of the decay probability of positronium into four
v-rays. This experiment requires detection of five
y-rays, the four just mentioned plus one for identi-
fication (through the 1.275 MeV y-ray associated
with the decay of ??Na), and GRETA will have
about 500 times the probability of detecting such

a decay compared with detectors such as Gamma-
sphere or Euroball. The present limit for the decay
of triplet positronium into four gamma rays is,
4y/3y < 1077, and the estimated five y-ray detec-
tion rate with GRETA is about 10 per second,
indicating that the limit could probably be reduced
by a factor of 100 or more. This is an enormous
improvement in such an experiment.

One of the principal driving forces for the devel-
opment of detector systems such as Gammasphere
and GRETA has been the high-spin studies follow-
ing fusion reactions. These are cases where there are
high multiplicity (20-30) y-ray cascades and the
interesting physics is often in very rare cascades
(e.g. superdeformed bands). As discussed earlier,
a measure of the sensitivity in these kinds of studies
is the “resolving power”, which combines energy
resolution, efficiency, response function, granular-
ity and rate in an appropriate way. An important
property of GRETA, due to newly designed elec-
tronics, is that it will be able to sustain counting
rates more than 20 times higher than Gamma-
sphere (about 4 x 10* per second per sector or more
than 2 x 10° per second for each detector) and this
large gain in rate is important for many types of
experiments. Consider a typical fusion reaction ex-
periment where the average angular momentum
left in the product nucleus is around 404, resulting
in the emission of ~ 20 y-rays per event with aver-
age energy 1 MeV. Gammasphere would catch an
average of 2 full-energy y-rays per event, whereas,
GRETA will catch between 5 and 10, and these 5 or
10 could be accumulated at more than 20 times the
rate. It is clear that this will bring a qualitative
improvement in the experiments. For example, the
linking transitions between superdeformed and
normally deformed states are very difficult to detect
now - only a few cases known with several linking
transitions in those cases — but GRETA’s much
greater sensitivity may be able to resolve com-
pletely this decay (perhaps hundreds of pathways),
providing unprecedented information on the en-
ergy levels between the superdeformed band and
the ground state. There are many other examples
where the large gain in sensitivity with GRETA will
be crucial.

GRETA has a variety of new capabilities which
will be used in various combinations to accomplish
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the goals of many types of physics. The objective of
this section has been to give some hint of this
variety.

6. Conclusion

GRETA, the next generation y-ray detector ar-
ray, successor of Gammasphere and Euroball, goes
beyond the limit reached by these arrays which
were based on Compton suppression. GRETA uses
the new concept of y-ray tracking, made possible
largely by technical advances in Ge detector seg-
mentation. This leads to large gains in resolving
power and also to new kinds of measurements, such
as the event-by-event characterization of y-rays,
and the detection of high-energy, high-resolution
y-rays. Gamma-ray detector evolution is important
for many types of physics.
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I. Examples of Spectrometer Systems

A. INTRODUCTORY REMARKS

Nuclear experiments involve complex signal processing operations per-
formed by functional electronic units. The use of standard modules facili-
tates the assembly of highly sophisticated systems, but optimum design of
these systems requires knowledge of the design' philosophies involved in both

systems and modules. A few common systems will first be described as am
infroduqtion to the subject.

Bi SIMPLE SPECTROMETER

We' testrict our attention to the- x'r'iéa's'diemeﬁt,;df‘_.fradi‘éitiom using -semi- < *
conductor detectors. These convert the energy of individual photons or particles -

absorbed in the detector material into electrical signals (see Goulding and Pehl,
Chapter TILA). ‘Each detector signal consists of a shor_;’fpulse .of current, its
duration being determined by the collection time for electrons and holes in the
detector. The total charge signal is proportionalto. the .féngi_éy- absorbed by the
detector. Signals arrive at random times, itheir average rate being determined by
the radiation intensity. .. .0 e o

The most important parameter in a nuclear spectrometer “is its energy
tesolution. In an ideal system, abscrption of photons’ or particles of a single
energy produces signals of a single size from the defector, and the electronics
feeds pulses of fixed amplitude to a pulse-height analyzer, which accumulates

them in only one channel. The resulting spectrum: contains . spectral lines sach

only one channel wide, the channel number of each line corresponding to one

energy of photon or particle. In practice; the spectral lines are broadened by -

several” factors. As shown in Chapter ILA, Section' I,';f some “broadening of
spectral lines is caused by statistical processes in the charge production in the
detector. Further broadening is caused - by: electronic noise -in the signal-
processing electronics. e R A
Figure 1 shows the elements of a typical spectrometer. Detector bias is
adjusted to suit the particular detector; very thin detectors use low voltages
(~10V), but thick ones may require voltages as high as 5 kV. Electrical signals

i

o r—
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Fig. 1. Configuration of a simple spectrometer.

from the detector feed a preamplifier, which is in close proximity to it. The
preamplifier feeds a pulse amplifier, often located some distance away, which
provides signal amplification adjusted to suit the size' of the input signals. An
even more important function of the’ pulse amplifier i is to shape the signal pulses
to minirhize the effect of electronic noise on srgnals. The pulse shaplng netWork
is usually ad]ustable to permit optimization in an experrment :

Where a whole range of signals from zero to full amphtude is to be stud:led
the pulse- amplifier output is connected dlrectly to a pulse-height analyzer. Many
times, only those signals. ‘near the top of the signal amplitude range age of -

interest, so a biased amphﬁer is used ‘to remove all signals below’ an adjustablev'

bias level, and to amplify the resultmg residues of signals, so that the mterestmg
range of signal amphtudes fully utilizes the available analyzer channels .

While the general features shown in Fig. 1 occur in all nuclear spectrometers
detaﬂs vary according to the partlcular applrcatron ‘The wide energy range
covered B¥ nuclear spectrometers—from 1keV: X. rays to 100- MeV' partlcles—
makes it impossible to desrgn an optunum ‘system. for the” entire range. The’
nnportance of a given parameter ‘changes radically as “the energy changes for
example, electronic noise is the dominant contributor to resolution at*low*
energies, but, at high energies, 1ts effect is neghg1b1e compared w1th statlstlcalf
effects in detectors.

These con31derat1ons lead to three groupings of spectrometers although
consrderable overlap e}usts between these groupmgs ‘

(1) ngh -energy partlcle spectrometers are charactenzed by sen31t1v1ty to. -
such factors as charge trapping in detectors and gain drlfts in.amplifiers, since .
the absolute amount of . these effects increases nearly hnearly with energy. On.-
the other hand electromc noise is usually neghgrble Silicon detectors are often
used at temperatures near room temperature in these applications.

2) Gamma-ray spectrometers measuring energies greater than 30 keV use -
germanium detectors, since silicon is.an inefficient absorber at these energies. -

Cooling the germanium detector to 77°K (or near to this) is essential to reduce
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its leakage current to an acceptable value. In this energy range, electronic noise,
detector statistics, and charge trapping are all important.

(3) In X-ray spectrometers (<30keV) the resolution is dominated by
electronic noise. To minimize this noise, silicon detectors are used at 77°K to

reduce their leakage current, and a very sophisticated low-noise electronics
system is employed.

C. FAsT-SLow COINCIDENCE SYSTEM

A more complex system is often used in decay-scheme studies. In a typical
case, an intermediate energy level ¥ may be populated from a single level X
above it; the lifetime of the level ¥ may be very small (<10 nsec), before it
decays to one of the lowerlying levels Z,, Z,, etc. The nucleus, decaying from
its highest level X to Y, emits a v ray of energyX Y, and almost immediately
afterwards, a further v ray, which may have any one of the energies ¥ — Z,,
Y—~2Z,,etc., is emitted-as the deexcitation process continues. Since the emission

of .the mdmdual v rays is isotropic, two detectors can be placed a short distance. .

away from the sample, one being used to select some fraction of the X -Y
transition vy rays, while the other is used to observe some of the ¥ —> Z transition
7 rays. Both detectors mlght be gennamum but, in some apphcatrons -one might

be a scmtlllatmn detector (to realize hlgher efﬁc1ency) or-a particle detector if'
. partrcle—'y-ray assocratrons are to be studled If the angular distribution: of the-

Y-Z relatrve tothe X~ ¥ rays is to be studred the angle subtended by the
two detectors at the sample may. be changed between successwe expenments

Frgure 2 shows a typlcal system used for these stud1es Each detector feeds a

trans1t1on 7 rays seen by detector B on the basrs of theu energy The A channel

contams a delay and linear gate so that'a srgnal can reach the pulse-he1ght._

analyzer only when the single-channel analyzer in the B channel registers an X-Y
transition v ray. The delay is chosen to permit arnphtude determmatron in the B
channel early enough to gate the A channel output.

Relatively slow pulse shaping must be used to optimize the s1gnal/norse ratio
in the amplitude-measuring channels of spectrometers. Shaping times normally
range from 1 psec.to 10 usec, so the abrhty of these channels to recognize real
coincidences is poor. Events not truly coincident may be accepted as coincident
by the slow systems alone, resulting in a high chance-coincidence rate. The
parallel fast channels shown in Fig. 2 overcome this difficulty by superimposing
a very short (nsec) coincidence-time requlrement on the coincidence require-
ments of the slow channels. .

The fast channels may derive their mputs frorn the preamphﬁers or a fast

signal pick-off may be -made directly at the detector. The Tfast’ amphﬁers are
: ¢ :
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capable of amplifying the mgnals with mlmmum degradatlon in nse ime. Fast
discriminators remove low-level s1gnals and noise pulses, and convert. “gll pulses
above the preset d1scr1m1nator ‘level ‘into constzmt-amphtude output pulses,
which are then shaped mto short pulses of ﬁxed duration 7. Following suitable
short delays, inserted to “compensate for ‘ninor ‘transit time differences in the A
and B fast channels; these pulses feed a fast-coincidence circuit which produces a
fixed-shape output pulse only: when an ‘overlap occurs between its two inputs. A
signal“in the B channel starting at any timeé from —r to +r, w1th reference to a
signal in the A channel, is recogmzed as coincident with’ it “and vice versa. By
making a slow ¢oincidence between the comc1dence output of the fast channels
and the single-channel. analyzer, a fast comcxdence requirement is imposed, over
and above the requirement for the B pulse to fall in a small amplitude range,
before the A signal is allowed to go to the pulse-height analyzer.

The effect of a finite coincidence resolvmg time on the chance coincidence
rate is. easﬂy analyzed

Let ”A(sec“l) be the total y-ray 31gnal rate in A channel F the fraction of
these v rays that are truly coincident with events in the B channel; np(sec™ ) the
total y-ray signal rate in B channel; and 27 the coincidence resolving time.

We then have the total time (sec™') when events in A channel sensitize the
system to counts in the B channel as 2n47; therefore, the. chance coincidence
Tate is 2n AnBT and the true coincidence ratio is F/2npr.

¢
L3
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The requirement for good energy resolution indirectly imposes a limitation
on the maximum “singles” counting rate in the A and B channels, as it demands

the use of relatively wide pulses (5 usec or greater), with the result that pileup
problems become important at even moderate rates. For the purpose of

illustration, we will assume a singles rate of 50,000 pulses per second (i.e., a
pileup probability of 25% for S-usec wide pulses), and that the fraction F is
0.01, and we will compare the true/chance ratio for a system using only slow
channels with a resolving time of 200 nsec (i-e., 27), with that for a system with
fast channels exhibiting a resolving time of 10 nsec. The calculated true/chance

ratios are 1:1 in the first case, and 20:1 in the second, illustrating the great
‘advantage of the fast-slow system.

D. ParRTICLE IDENTIFICATION SYSTEM

In the previous example, certain conditions (fast coincidence between A and
B, and the pulse amplitude within a small range in B) were imposed before y-ray
signals were presented to the pulse-height analyzer: More. complicated conditions
are often imposed; the particle identifier.system as shown in Fig. 3 represents a
good example. It is used in studies of nuclear reactions producing many types of
particle, each with its own distribution of energies. :

The identifier uses.a thin AE detector, through which the particlés pass, and
“an E detector in which the particles stop. Each particle leaves.some: energy.in the

AF detector, the fraction ‘depending on the type of particle and its energy.
Identification of the type of particle can be accomplished by using the AE and £

INCOMING PARTICLES. ©

AE_PREAMP S :
s E : PULSE AMPLIFIER]| - PARTICLE
LE 3"‘D‘ 1 oL suaeer . [ —| DENTIFIER|.. —

DETECTORS T em
O.L. DIFF, PICKOFF .
s D & .
E_PREAMP ' - DELAY

FAST COINC - ‘ y /

[OF Y. ¥7) T—"
e

ROUTER |

My
e
2.8IT-
TING CODE

SLOW COINC © Rou
: - - TO_ANALYZER
BULSE AMPLIFIER + SUMMING LINEAR
- DELAY sl .
- D.L._SHAPER - AMPLIFIER |- GATE
e e E+AE OUT
LN Ee . . TQ_ANALYZER

Fig.3. A particle identification system.
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signals, and performing a calculation based on the range—energy laws for charged
particles in matter (i.e., silicon if silicon detectors are used). For a large range of
charged particles, the rangc—energy law can be simplified to

R=AE"B 1)

where R is the particle range, £ its energy, B is almost a constant (~1.73 but
changing for low velocity particles), and A depends on the type of particle and
the absorbing material.

The relationship of Eq. (1) is frequently used for particle identification
purposes (Goulding et al, 1966), although the more accurate Bethe—~Bloch
range~-energy equation can also be employed. If £ is the energy deposited in the

E detector, AE is the energy in the AE detector, and T is the AE detector
thickness, we can write

T/A = (E + AE)B — EB 2)

By calculatmg Lhe value of the right hand side of this equation. for each particle
stopping in the detector telescope, a signal is generated (7/4) whose amphtude is
dependent only on the type of particle; not on its energy. The calculation may
be carried out quickly (<5 ,usec) in an analog calculator using loganthmm
elements (see Section II1.H) orin a computer in a much longer time. 5

When an anslog calculation is-used, the T/A4 pulse is available unmedlately to
identify the particle. ‘In Fig. 3 this pulse feeds a number of smgle-channel
analyzers, each’ adjusted to select partlcles of-only one type. The single-channel
analyzer outputs drive a “router” that directs the energy ‘analysis of each particle
into a segment ‘of the analyzer memory reserved for that type of particle.

Energy signals, produced by summing the E and AF signals, suitably delayed,
are gated-into the analyzer only if the particle is one of the selected types, and if
fast coincidence conditions are met. In the example of Fig. 3, delay-line
differentiators are used in the‘amplifiers, and a.second delay-line differentiation
is performed in each channel to produce a b1polar pulse. The zero-crossing point
of this pulse_is independent’ of pulse amplitude, so the crossover (c/o). pickoff
output occurs-at a fixed time in relation to, the start of the detector signal. This
method permits a reasonably fast coincidence to be made between two channels
without the complexity of- the separate fast channels used in the preceding
example of-a fast-slow system. - -

Using this particle identifier system four energy spectra each appropnate to
one type of particle, are obtained. In recent years, on-line computers have found
increasing use to perform the partlcle identification operation. described here
(see Borchers, Chapter IILE). The -versatility and accuracy of the computer
recommends. it; but the time required to determine the type of particle makes it
rather slow. Consequently, the analog particle identification scheme may be used
to preselect events for more exactmg computer processmg, thereby reducing the
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event rate into the computer, and making its computation time less objection-
able. This illustrates an increasing trend toward utilizing good analog signal-

processing electronics together with computers to utilize the best features of
both.

E. TIMING SYSTEMS

Our emphasis so far has been on pulse amplitude measurements. Time
information might also be important—for example, in studying the lifetimes of
excited, states in nuclei, or in determining the distribution of flight times of
particles along a fixed path. In many cases, the time distributions must be
determined while measuring energies, as in the general systemn of Fig. 4.

. ENERGY
DETECTOR 'A' PREAMP SELECTION

' o ) SYSTEM ‘ h .
‘ ‘A' ENERGY
—_— . CONDITION -

FAST FAST
) AMPLIFIER |- DISC .
EVENT A )
SOQURCE START TIME To_Ame | LINEAR :
EET " stop[—| CONVERTER || GATE [ gutpur
TO_P.H.A.
EVENT ‘B’ .
’ FAST FAST
S . AMPLIFIER DISC
‘ '\ : 'B' ENERGY
CONDITION
[/ ENERGY A
DETECTOR 'B'  PREAMP SELECTION

SYSTEM

- Fig. 4. A fasf—timing-systeni.

The fast channels associated with the two detectors are similar to  those
described in Section 1.C. To utilize readily available pulse-height analyzers, it is
convenient to convert time into amplitude distributions. To accomplish this, the
fast-timing pulses from the A and B channels feed “start” and “stop” inputs on a
time-amplitude converter (TAC) that produces an output pulse amplitude
proportional to the time difference between pairs of pulses at its input. No
output signal occurs if an A pulse is not followed by a B’ pulse w1thm a
preselected time. Section V.C discusses tlme—amphtude converters.

Energy. requirements are often placed on the signals in A and B channels
before permitting time analysis. To accomplish this result, spectrometer systems
like that of Section LB may be used with single-channel analyzers in the side
channels to gate the output of the time-amplitude converter. Suitable delays are

included in each channel to achleve the desired synchromzatlon of signals at the

linear gate. '{
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[I. Basic Considerations in Energy Measurements:

A. INTRODUCTORY REMARKS

Many factors determine the energy resolution of spectrometers. The two
major sources of degradation of resolution are statistical processes in the
detector and electronic noise, which is due partly to fluctuations in detector
leakage current, and partly to curreni fluctuations in the signal amplifying
elements. Further degradation in resolution occurs at high counting rates due to
baseline fluctuations, and pulse pileup. Fluctuations in the rise time of the
detector signal may also be important in some applications. The magnitude of
the degradation in resolution produced by most of these factors depends on the
pulse shaper (or noise filter) employed in the pulse amplifier.

B. STATISTICAL BEFFECTS IN DETECTORS

In Chapter. IIL.A, Section 1.C, it is shown that the statistics of energy; sharing
between ionizing processes and lattice excitation cause fluctuations.in the
charge signal produced in the external circuit. Assuming a fixed energy E(eV)to
be absorbed for each event in the detector, the full width at half maximum

(FWHM) of the spectral line, expressed as an equivalent energy ﬂuctuanon, is
given by

AE = 235(FEe)” : (3

where F is the Fano factor, and e is the average energy required to produce an
electron-hole pair in the detector material (eV). The effective valuef of F' for
silicon is 0.12, and a similar value applies to large germanium . detectors.
However, for unknown reasons, small volume (<1 cm3) germanium detectors
often exhibit values as low: as 0.08. The value of € in Eg: 3) is somewhat
dependent on temperature. For silicon it ranges from 3.64 ¢V at 25 C to
3.80 eV at 90°K; for germanium, € is 2.96 eV at 90°K.

Equation (3) may be used.to assess the statistical detector contribution to
resolution. Typical values are (1) Silicon at 77°K, for 10-keV X rays:
AE =160¢V; ('7) Germanium at 77°K, for 1-MeV v rays: AE = 1.4 keV; and (3)
Silicon at 25°C, for. 50-MeV -« particles: AE = 11 keV. Although-the absolute
value of AFE rises: as F increases,.the percentage resolution falls as energy
increases, ranging from 1.6% at 10 keV to only about 0.02% at 50 MeV..

Another physical process contributes to the energy resolution when measur-
ing heavy charged particles (Linhard and Nielsen, 1962). Toward. the end of their
track in the detector, the. particles become neutral while  still possessing

t The value of F should, in principle, be determined by the charge productxon processes
in the detector (Klein, 1968). In practice, trapping, and other unexplained factors in the

detector material, degrade resolutmn Hence the term “the effective value of F” in this text.
{




FRED S. GOULDING AND DONALD A. LANDIS

considerable kinetic energy. Their remaining energy can only be dissipated in
atomic collisions and very little ionization is produced. As the process varies
from one particle to the next, the “defect” in the signal is a statistically varying
quantity. The contribution to energy resolution is negligible for light particles,
but becomes significant for & particles, and may be dominant for heavy ions and
fission fragments.

In an ideal detector, all the charge produced by photons or particles is
collected to produce signal in the output circuit. In practice, some charge is lost,
either by recombination, if the density of hole-electron plasma is high, or by
trapping in the detector material during the collection process. The magnitude of
the charge loss is usually small, but can become large where the plasma density is
very high (e.g., fission fragments), or where the detector material exhibits
substantial trapping. The effect of trapping becomes exaggerated where
ionization is produced at random points in the detector volume, as in the case of
vray detection, since the ‘amount of charge lost depends on the distance
travelled by the carrier (lole or electron) susceptible to trapping: Although
trapping is not a fundamental property, and its magnitude varies with detector
operating conditions, its- contribution ‘to’ resolution’ can be' serious. in: many

applications. More details are givéﬁ'iniCﬁ'apfe'r‘I_II.A;' s

C. NoisE REDUCTION - o
1. General Classes of Noise Sources

All spectrometers use pulse shaping as 2 method of minimizing the sensitivity
of the analyzed signal to noise. from various sources. The 'performance of a
spectrometer is dependent on choosing the correct pulse: shaper for a given
application, so it i§ important to understand the basic ‘mechanisms involved in

noise filtering by pulse shaping. -, .. 77
Important noise sources include: | TR L TR

(a) Leakage current in the detector, which, i’ its simplest form, consists of
excitation. The detector surfaces may also contribute leakage current.

(b) Any shunt resistance across the signal input circuit. , o

(c) Fluctuations in the current’ flowing through the first amplifying
element. -~ - - S R -

(d) Fluctuations in current in the input lead of the amplifying element.

(e) Fluctuations in currents, and thermal noise in resistors used in later

amplifier stages contribute noise, but this should be small compared with input
circuit noise. '

discrete hole-electron pairs randomly created in the material by~ t.hermal'

(f) Miscellaneous additional sources, less basic than those cited earlier.

These include ac tipple, extraneous noise from contacts. in components
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(including “‘excess™ noise of carbon resistors), high-frequency pickup from radio
and TV stations, and microphonic effects in the detector-amplifier system.

Noise sources fall into two major classes. The first contains those that inject
charge pulses into the input circuit (in the same way as the detector signal does).
These sources have in common the fact that they produce voltage step funcrions
at the input of the amplifier due to the integration of injected charge pulses by
the total input circuit capacitance. As both the signal and these noise pulses are
integrated by the input capacitance, the signal/noise ratio, for these sources
only, is independent of input capacitance. We will call the contribution of these
noise sources step noise.

The second class is typified by the fluctuations in current in the first
amplifying element. They are equivalent to random sequences of delta functions
of voltage at the input, whose magnitude is independent of the input circuit
capacitance. The signal/noise ratio, in this case, is inversely proportional to the

-input circuit .capacitance, so it is important to reduce the capacity. to a

minimum. This second type of noise will be termed delta noise. ‘,

Other types of noise sources occur in practice, which are not as basic;as step
and delta noise. They include noise due to charge injected slowly into the-input
circuit (e.g., surface noise in detectors); and noise due to-the input: amplifying
element, and later stages, not represented by the simple delta-function. voltage
generator. In general, noise falling in these: categories can be reduced by choosing:
suitable components, and its contribution to-resolution can beé made small; '

Figure 5 shows the equivalent input circuit used to represent the signal, and
the two basic types of noise. Photons 6r particles releasing a total charge Q in
the detector produce voltage steps of amplitude Q/C at the.preamplifier input,
where C-is the total input circuit capacitance. The-individual electrons injected
at random into the input- circuit by the detector, and by-"other sources: of
leakage, produce steps of amplitude g/C at the preamplifier input (where g isthe
..—J‘fg- Jrnnn

e |

q
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Fig. 5. Equivalent input noise sources in a spectrometer.
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charge on the electron). Finally, {luctuations of current in the input element are

represented by the delta voltage generator, the area of each delta pulse being
proportional to ¢, and independent of C.

2. Pulse Shaping

a. General principles. Pulse shaping is carried out primarily to emphasize
the signal as compared with the noise. All pulse shapers used in nuclear
amplifiers perform some form of differentiation and integration. Differentiation
serves the dual purpose of limiting the duration of any signal to a reasonable
time to prevent its interfering with later signals, and also limiting the step noise,
which would otherwise build up to an intolerable amount. Integration is
required to average out fluctuations in delta noise.

A rough picture of the effect of a pulse shaper can be obtained by assuming
that its effect is to restrict any measurement of the input signal to a period Y
If the signal step inputis accumulated for a time Ty, the signal output will be
proportional to Tyy,. On the other hand, since the average number of delta-noise
pulses is proportional to Ty, the fluctuation in this number, which determines

the delta-noise output, is only proportional to T 2. Therefore the noise/signal -

ratio for delta noise must be proportional to 1/ Tm% . o
A different picture. emerges. for step-noise. -Again, the fluctuation in the

number of noise pulses is proportional to T, but each noise:step s integrated-
fot a time proportional to Ty, 50 the step noise at the output is proportional to

Tmslﬂ. Therefore, the noise/signal ratio for step noise is proportional to T,

These intuitive conclusions’. are correct for all shaping networks; as the

characteristic shaping time is changed, delta noise changes as T ", while step
noise changes: as.T:m.'/‘J ‘As the total noise is the quadrature sum of both, an
optimum. measurement time must exist. Unless other factors become more
important- than noise performance, it is best to operate at this optimum
measurement time. '

These general considerations show what occurs as the characteristic time
constant of a given shaper is changed. Now, we must consider the factors that
favor one pulse shape as compared to another. We assume that the output signal
amplitude is measured at a fixed time T'y on the signal. The amplitude measured
for a given signal is then the true signal amplitude plus (or minus) the cumulative
effect of all moise steps (and deltas) occurring before Tn. It is convenient to
define a step-noise residual function R(t) that represents- the effect at Ty of a
unit-size noise step occurring ¢ seconds before T'p,. This function can be derived
theoretically from knowledge of the pulse-shaping network parameters, or-can

be measured experimentally. It may be shown that the-total mean square
step-noise amplitude at Ty, 18 S
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As our purpose here is !only to compare the influence of one pulse shape
compared with another, we will not be concerned with absolute noise levels. It is
useful therefore to derive a step-noise index reflecting only the effects of the
pulse shaper. On this basis, n; need not be included but the output signal
amplitude S at the time T, should be, as its value depends on the pulse shaper.

As the factor of importance is the ratio of noise to signal, a convenient
step-noise index is given by

(N =(1/5%) Jow{R(r)}2 dt 4

As is well known, the response of a network to a delta function is the
differential of its step-function response. Following an analogous procedure to

that used for step noise, the delta-noise residual function will be R'(¥), and the
delta-noise index will be given by:

(VA = (1/5%) f: (R'OP dt G

. The entire effect of pulse shapers on the signal/noise ratio is contained i m Eqs

4) and (3) Once R(t) and S are estabhshed for various pulse shapes evaluatmn

......

in Eq @, 1mphes that (Ns’) is always dlmensmnally equal to (N Az)tz
agreement with our earlier intuitive conclusion about the effect of measurement
time on step and delta noise. :

Two quite different types of: pulse shapers may be used in.nuclear pulse
processing systems. ‘The’ commonest -uses. passive elements of fixed value:to
generate.the: desired “output - pulseishape.: This:-type of shaper is- called
time-invariant - to distinguish it from-the.#ifme-variant pulse shaper where values
of shaping elements are switched in synchronismn with input signais. In the
time-invariant class of shaper, the function R(¢) is the same as the signal output
pulse shape since all noise steps are treated in exactly the same way as signals.
However, R(f) is not the same as the signal shape in the case of time-variant
shapers, because the processing of a given noise step depends on its time of
occurrence in relation to a signal.

Due to the limited nature of this’ account we will not deal hers with
time-variant shapers, but will dlscuss three time-invariant shapers to illustrate
their general features. More detalled treatments are available in the literature

' (Gouldmg, 1972).

b. Trapezoidal pulse shaper ( z‘zme—mvarzant} This is difficult to realize in
practice, but its simplicity is useful in pointing to general principles that affect
the noise performance of various pulse shapes Figure 6 shows the output s1gna1

pulse shape, and the functions R(t) R'(®), {R@®F, and {R'(t)} appropriate to
this pulse shaoer. As the outout. 'sienal has been normalized to unitv amohtude
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MEASUREMENT TIME

QUTPUT SIGNAL l
1

{R()" IR ()

Fig. 6. Sigﬁal and noise functions for a trapezoidal pulse shaper (tirne-invariant),

computation of the noise .indices for this: shaper is. sunply a matter of
determining the area under the functions {R(#)} and {R'().
.Derivation of the function R(t) is the key step in calculatmg the noise mdlces

for any shaper. As this shaper is time- invariant, R(¢) is the same as the mgnal
Tesponse.

Computmg the areas under {R(z‘)}2 and {R (z‘)}2 we have

NB=1o+(ri475)3 G

=)@ @

These relationships conform to our general conclusion regardmg the effect of
changes in the pulse time scale for the two noise components If we apply the
constraint that the whole pulse shall not occupy a total time greater than T, a
time dictated by pileup- considerations at high countmc rates, the best noise
performance is achieved by making 7, =0 and 7, =74 = T/2 To . This
corresuonds to a symmetrical triangular shape peakmg at7g:

(N2 =274/3 S - ®
(Np* =270 R )

e e
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As we will see in the next section, a flat top is desirable to reduce the effects of
fluctuations in detector signal rise time; the consequent noise degradation caused
by a short flat region can be determined from Egs. (6) and (7).

Using this example, several general conclusions are forthcoming:

(i) The step-noise index is proportional to the pulse time scale.
(if) The delta-noise index is inversely proportional to the time scale.
(i) Delta noise results mostly from the fast changing parts of the signal.

Assuming a maximum total pulsewidth, dictated by counting-rate considera-
tions, this implies that symmetrical pulse shapes are preferred, and that.pulse

shapes like a triangle, where the rate-of-change is constant during rise and fall,
give the best delta-noise performance.

¢. Equal RC integrator and differentiator. A common pulse shaper
employs an RC differentiator, and an RC integrator, each having the same RC
time constant. While this network has been superseded by more sophisticated
shapers in recent years, primarily to achieve better performance at high counting
rates, some aspects of its behavior warrant consideration.

Normahzmg to unity peak signal amplitude the signal reSponse is given by

Output = (t[1o)e! ~ /o) . (10)

where 74 is the RC time constant.

As the network is tune-mvanant the R(t) functlon is the same as the s1gna1
response. We have '

2)—-'Jm £ exp. 2{1—— dt;- 187719 = o "(1:1)

-8 0 TO To o S

-'(NAQ) =1‘—1" fo . (1 __-t_>-’.» Xp{2 (1' —-—é>}dt =_1_'8_5_ (12)
To: To To Tor '

'Ihese results can be cornpared dlrectly' w1th the symmetncal tnangle results
of Egs. (8) and (9), remembering that both waveforms peak at a time 7, after
the start of the signal. However, it should also be remembered that the triangle is
complete in a time 27, , while the long tail on the RC integrator—differentiator
pulse shape persists for a very long time. Therefore. in using a triangular shaper,
it is obmously desirable to peak at a larger value of 7¢ than when using the RC
shaper, thereby reducmg the delta noise. For the purpose of illustration, suppose
the RC shaper peaKs at 1 usec whﬂe the triangle peaks at2 psec. We. then have

Triangle - RC Shaper

(Ng®» 133 x10°¢ - 1.87x 107
(Na®» 1.00 x 10° 1.87 x 10¢
L h K3 . . ) .
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We see that the triarigle is better with regard to both noise indices while
returning to the baseline in a shorter time. '

d. Gaussian-shaped pulse. Most modern nuclear pulse amplifiers employ a
shaper containing a single RC differentiator, and several RC integrators having
the same RC time constant (Fairstein and Hahn, 1965). If the number n of RC

integrators is sufficient, a quasi-Gaussian-shaped pulse results with the form,
normalized to unity amplitude at a peaking time 74, given by

—(2\" _t
Output = <T0> exp{n <1 To>}

Taking n = 4, the output pulse is given by

Output = (%)4 exp{4 (1 —T—to>} 19

When analyzed in the same way as in the previous exami)les, the noise indices are
V=090 7, _ (15)
(NATY=204[7q (16)

The Gauséian-shaped- pulse approaches the symmetry of the symmetrical
triangle, so it is reasonable to compare the two cases with the same peaking .

times. Therefore, Eqgs. (15) and (16) should be compared with Egs. (8) and (9).
The delta-noise performance is essentially the same for the two cases, but the
step-noise index of the Gaussian is about 40% worse than that of the
symmetrical triangle. Also, the Gaussian pulse tail extends for some-time past
the end of the triangle. ' - '

On the basis of these results, a symmetrical-triangle shaper would be preferred
to either the '‘Gaussian or the RC integrator-differentiator shapers. However, the
delay lines required in triangular shapers are inconvenient to use, and suffer from
secondary problems. Consequently, use of the Gaussian shaper has become
common practice whenever time-invariant shapers are used.

D. 'THE INPUT CIRCUIT AND PREAMPLIFIER
1. General Features .. .

In the previous section, we discussed the role of pulse shiping in reducing the

effect of noise of both types on signal amplitude ‘measurement. However, the -

absolute magnitude of these types of noise, as well as that of any additional
types, is determined by the physical processes occurring in various elements in
the input circuit, and in ‘the input stage of the preamplifier. Optimum choice of
components, and their operating conditions is.therefore important.

a. Preamplifier and detector c_onﬁgur@zﬁons,. A chérgq Q, released in a

=2

detector, flows into an input circuit of total canacitance (. and nroduces a

R .

e A,



g U
'

H1.D. SEMICONDUCTOR DETECTOR SPECTROMETER ELECTRONICS 429

voltage signal Q/C. A simple form of preamplifier amplifies this voltage signal.
For example, a 1-keV X ray releases about 5 x 107'7 C of charge in a silicon
detector, producing a signal of only 10 uV in 5 pF, a typical total input
capacity. On the other hand, a 100-MeV particle produces 1V in a similar
system.

In a voltage-sensitive system, the output signal is inversely proportional to the
total input capacitance. As the detector capacity usually varies with bias voltage,
and may change with temperature and time, the output signal is not stable.
Consequently, the charge-sensitive preamplifier configuration shown in Fig. 7 is
commonly used. It uses an operational amplifier, with a feedback capacitor Cy
to the input, acting as a charge integrator. The output signal is O/Cp if the gain

within the feedback loop is large, so is almost independent of C, the shunt input
capacitance. '

DETECTOR BIAS (PQSITIVE)
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Fig. 7. Charge-seﬂsitive’p_reampliﬁer configuration.

Two types of detector connection are used depending on ‘the application;
both are shown in Fig. 7. In the dc connection shown in Fig. 8, detector leakage
current flows in the preamplifier input, and the -design must allow for this.
However, its use eliminates the .stray capacitance to ground of the coupling

capacitor C¢ and load resistor Ry, psed in the ac-coupled circuit shown in Fig. 7,
therehv effecting an. imnrovement in <cional/naice ratin Tha dr Aannantisan e
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Fig. 8. Pulsed-light feedback method of discharging the feedback capacitor.

always used in X-ray systems, and in most germanium y-ray systems. The

detector and field-effect transistor are cooled.in.a cryostat to low temperatures. .
The ac connection is used in less critical systems, like those employed in.

high-energy particle experiments; where the detector and preamplifier are
operated at room temperature.

b. The recharge path in charge-sensitive pregmplifiers:The" resistor Ry
serves to discharge the feedback capacitor Cy to\"ﬁfev@gg_‘the"f"operational
amplifier stages from being overloaded by pileup of input pulses. The decay time
constant Ry Cy must be:made long compared with the amplifier pulse shaping
times. In typical germanium v-ray systems, and particle spectrometers, vaiues of
RyCr of 500 usec are common, but much larger values: are ‘required in
high-resolution X-ray systems. This implies values of Rg ranging from 200 M
to 10° M. Such resistors are bulky, adding capacitance from input to ground,
and they rarely behave as pure resistors in the frequency range of interest for
nuclear pulse amplifiers. The frequency variation of Ry causes a complex decay
shape on output pulses that causes serious problems in the behavior of
spectrometers at high counting rates. Ry also” acts as a parallel resistive
impedance generating noise in the input circuit. .

Many recent X-ray spectrometers use a’ pulsed feedback method (Landis er
al, 1971) to discharge the capacitor Cr, -and -the: resistor Ry is omitted. A
scheme of this type is shown in outline in Fig. 8. A dc detector connection is
used, and Cp is diséharge_d_by pulsing a light emitting diode D which couples by
a light path to the field-effect transistor:-When the light is turned on it produces
current in the drain to gate.junction of the field-effect transistor (which is
pliotosensitive) to. discharge Cg. In normal operation, both detector leakage and

the charge in signals cause a slow rise in-the output voltage; when this reaches
the uover discriminator level.-the:light-emitting diode-ig turned on ta discharse

e O SR A AR Y
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Cg, and to force the preamplifier output down. When the output level reaches
the lower discriminator level, the light is turned off, and the preamplifier returns
to its normal counting mode. During the reset period, and for a reasonable
interval thereafter, the whole pulse processing system is deactivated by a
waveform derived from the limit discriminator, thereby avoiding any adverse
effects resulting from the large negative reset signal. In a high-resolution X-ray
system, the silicon detector leakage is typically in the 107 14 A range, the
feedback capacitor is 0.2 pF, and the voltage swing permitted at the preamplifier
output is two volts. Light pulses occur about once every 10 sec in the absence of
radiation in the detector. The reset time is about 5 usec, a negligible time
compared with the time between resets, even at high counting rates.
2. Physical Sources of Noise

Nuclear spectrometers use detectors having a wide variety of sizes, and
capac1tances, and operating at temperatures ranging from room temperature to
77°K (occasionally even at 4°K) with consequent. large variations in detector
leakage. This makes optlrmzatmn of the mput circuit a complex problem
the type of FET used, its temperature of operation, the values of the feedlback
components, and even the choice of pulse shaper and its characteristic~time
constants, are all intimately linked to the. type of detector, its operating
temperature, and the energy range to be studied. Understanding the interrela-
tionships between these various parameters requires knowledge of noise

mechanisms, and the effect of pulse shaping on their contnbutlons to the
resolution.

a. Delta-nozse contributions. Delta noise (see Sectlon IL. B)‘is due almos’t
entirely to the FET if no significant series resistances (e.g., due to poor contacts)
are present in the input circuit. Channel noise (Van der Ziel, 1962) in field-effect

transistors can be represented by a voltage generator v in the mput circuit
whose mean square value is given by the formula.

a2 =4kT Roq AF  (volts)? | 17)

where k is Boltzmann’s constant, 7 = temperature- (° K), Req = equivalent noise

resistance of the FET, and Af=the frequency mcrement on which vp is
observed. - : :

The value of Req is generally assumed to be

0.7 Cos '
oBS .
Ra=gr (1+58) - @
where g, = transconductance of the FET, Cg = gate-source capacitance, and
C = total input circuit capacity. -

1 The reader not familiar with the operation of bipolar and field-effect transistors should
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For practical purposes it is convenient to approximate this relationship by
Roq = 1/gm (19)

The total delta noise at the amplifier output is given by integrating this noise
over the passband of the system. If the gain-frequency characteristic of the

pulse shaper is represented by G(f),and if (V5 *) is the mean square value of the
delta noise (voltage) at the amplifier output, we have

(Va2 = J:o (4kTlg ){GINE df  (volts)? . (20)

If the measured signal amplitude at the amplifier output produced by 1-eV
energy absorption in the detector is So, the output delta noise can be expressed
in terms of equivalent energy fluctuation £ o in the detector as

ED=UISD) Jo GRTlen) GOP I VI @)
It is-convenient to discuss noise in terms of a voltage-sensitive  configuration

(the same final result applies to a charge-sensitive stage if the feedback

components are regarded as being in parallel with the mput cucult) in which
case the value-of Sy can be expressed as

L 5y=(gPoleC) . 22)

where P, = the peak amiplifier output for a unit voltage step at the preamplifier
input, € = thé average energy" absorbed per hole—electron pair produced in the
detector, q = charge. on the electron, and C = total input circuit capacitance.
Combining Eqs. 21 and (22) we have

a=( I | Ko ¥ e e

The final main term in this expression is controlled by the pulse shaper, the
second term is mainly dependent on the field-effect tramsistor, its temperature,
and the detector capacitance, while the first term depends only on the detector
material.

Equation (23) is the frequency—domam equivalent of the time domain Eq.
(5) in Section II.C.2, but it contains the physical parameters of the input circuit,
and "can therefore be used to calculate the absolute value of the noise for a
specific pulse shaper. The time-domain relationships of Section I1.C.2, however,
are better suited to comparing the various types of pulse shaper, so, if one type
of pulse shaper is analyzed using Eq. (23), relationships similar to those
developed in Section II.C.2 can be used to obtain absolute values of the noise for
any other type of pulse shaper. A convenient pulse shaper to use as a standard is
the equal time constant RC integrator—differentiator network. For this network

Py=el and . G(f)*2af7o/(1 +4n*f? 74%)

A I IAT
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where 7o is the RC time constant in the shaper. Substituting this into Bg. 23),
and performing the integration, we obtain the result:

2 2 .2
(Ea")=05 -’fl%— Tc e (24)

8m To

where (E A% is the mean square value of the energy resolution contribution due
to FET channel noise.

b. Step-noise contributions. As seen in Section II.C, sources of step noise
include leakage curremts and shunt resistance in the input circuit. Leakage
current is produced both by the detector and by the field-effect transistor, while
shunt-resistance noise arises mainly in the feedback resistor.

R

ARAA,
LAAA

PREAMP
INPUT

—

PREAMP
INPUT

VOLTAGE GENERATOR . CURRENT GENERATOR

. @) . . _ ()

Fig. 9. T_Et-mi'véiéﬁt: circuits for shunt resistance noise: (a) General case; (b) when RC >
time constant of pulse shaper.: - : - :

The noiée in{;oduced by shunt.resisfance i5~rﬁiniIniZed by making the value of

the resistance very large. Figure 92 shows the effective input circuit for
resistance noise. The mean square noise @?) in the shunt resistance R is given by

@) = kTR Af
where Afisa small frequency increment.

The mean square value of the noise voltage developed across the input

capacitance C in the frequency increment Af, centered on the frequency fiis
then given by '

(y= AKTRI(L +4n2f2 CTR*) Af (25)

If the amplifier paésb and is narrow, Eq. (25) implies that variation of R produces
maximum noise when :

R =1/2nfC | (26)




RC> 7, (27
If this condition is met, Eq. (25) becomes

o Py=2qIAf (29)

Across g capacity 'C: this pr@duces 2 mean-square voltage aafl2n* C 2,
Comparing this with Eq. (28), we see the resistor R cap be replaced by an
¢quivalent saturated current foq given by '

To compare the shunt resistor noise contribution with that ‘due tq leakage

currents, it is only Necessary to compare the value of leq given by Eq.>(30), with-

the value of the leakage currents. For cxample, a resistor of 10" Q at 77°g is

FET leakages in silicon X-ray Spectrometers, values of R > 102 Q must be

W)= lAf2rs2 o 6
U_Sl'ng_the gajn—frequency characteristic G(f)of the pulse-shaping network as in
Eq. (20), the total step-noise contdbution_ at the amplifier output is given by

T *AG 2

L

W2y =

ettt

N e ey
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Using the signal response of the amplifier in the same way as in Egs. (21), (22)
and (23), and applying it to step noise, we have

2 b 2

=[5 3 [ €y vy 33)
The final term of Eq. (33) is dependent on the pulse shaper used in the
amplifier, and is analogous to the expression in Eq. (4), where the pulse-shaper
behavior is expressed in the time domain. As discussed for delta noise, Eq. (33)
can be used to calculate the absolute value of step noise for one type of pulse
shaper, and the relationships in Section II.B used to modify the result for any
other shaper. For the equal time-constant RC integrator-differentiator, the

mean square value of the step noise, expressed as equivalent energy absorption in
the detector, is given by

(E2> Zq‘[@ To (34)

where e is the base of natural logarithms.

c. Overall behavior with time constant.  As indicated by Eqgs. (24) and
(34), the step.noise rises with increasing pulse-shaper time constant, while the

‘delta noise decreases. Figure 10 shows the overall behavior expected for a typical

case. The total input leakage is assumed to be 107* A, the detector is assumed
to be silicon used at 77° K, while the FET is assumed to exhibit a 8m of 5 mA/V
and is 0perated at 100°K. A total input capacitance of 5 pF is assumed. The left
scale md1cates the mean square resolution.expressed in hole-electron pairs )

..1000- — T T TTTTF T T rr1ll‘ N

. s 7 - 4 250

o . 200

E pwHM =2.36Ne .

. - - 150
? 4 120 T §
& 100 fre
. 1005 AN / > w

= - @
- N
B 2 A% AN s «
- NA ~ //
| \\ // - 60
N
L N 4 50
: 7 AN
- 2 s AN < 40
N ——— ~
S /./ N
. \\
10 L 1 [N 4 I 1111y 30
' 1 10 100
To s —m

Fig. 10. Resolunon as’a functlon of time constant. (Silicon detector at 77°K, FET

- 5 mA/V at 100° K, 5-pF total capacitance, 107 *2-A total leakage.)
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while the right scale shows the energy resolution in eV. Similar graphs can be
constructed for any set of parameters, but the results should only be used as a
guide, as measured results generally deviate significantly from the calculated
ones due to extraneous noise sources. To modify the results for other types of
pulse shaper, calculations like those discussed in Section IL.B should be used.

d. Optimization of the fleld-effect transistor. The FET contributions to
noise are represented by the second term ((E,% o (TC*[g1)) in Eq. (23), and by
the second term (7) in Eq. (33), where I is partially due to gate current in the
FET. Lowering the FET temperature réduces its gate leakage by a factor near
two for every 10°C fall in temperature. It also reduces the delta noise, in a direct
sense due to the appearance of T in Eq. (23), and also in an indirect way, as the
mutual conductance of the FET increases when T is reduced. This results from
the increase in carrier mobility in the FET channel at low temperatures.
Experience has shown, however, that an optimum temperature exists for the
operation of a given FET in- low-noise preamplifiers. The best FETs generally
optimize in the fegion of <130°C; to achieve this temperature in a liquid-
nitrogen cryostat, a heater is often used for the FET, . ° '

Choice of a particular type of FET for a given applicatioﬂ‘depends'partly;on

its ability to behave well when cooled, but the term C? [8m appea;ing*inqu;=62$),.. '

is.the major factor governing the choice of FET.

We have already pointed out the importance of reducing the capacity C to'a
minimum. To do this, stray capacitance should be minimized; and special FET
packages are sometimés used, but the detector capacity, which is included in C,
and which is dictated by the size of the detector, is always present. Small X-ray-
detectors exhibit about 1-pF capacitance, planar germanium <-ray detectors are
usually about 10 pF, large coaxial detectors might be 50 pF, while very thin
silicon particle transmission detectors range as high as 1000 pF. No one type of
FET can be matched to all cases. _

The ratio of Cyg/g,, (where Cgis the FET input capacity) is found to have an
almost constant value ¢ for FETs representing the limit of the state of the art;
for large area structures both gm and Cy are large, and vice versa for small
structures. If the detector capacity is Cp, the term C? /8m appearing in Eq. (23)
can be written as '

- #(Cr + Cp)?*/Cr

This has a minimum value when Cy = Cp » 80, by choosing the FET on the basis
of satisfying this condition, the signal/noise ratio is optimized. While this result
is only approximate, the general trend is obeyed, and it is best to use 2

large area
FET with high-capacity detectors, and vice versa. ‘

e. Resolution of detector and amplifier combination.
the charge production in the detector, and those due to ele
combined in quadrature to yield the energy resolution o
different radiation energies. Figures 11 and 12 show the res

ctronic noise, can be
f a spectrometer for
olution of silicon and

Statistical effects in
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Fig. 11. Energy resolution of a silicon detector system as a function of enef_gy and

electronic noise in the range 0.1 to 100 keV. The best achievable germanium detector
resolution is also shown. :
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Fig. 12. System energy resolution in the range 0.1 to 100 MeV (see Fig. 11).
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germanium detector systems as a function of energy, and of the electronic noise
in the systems. Figure 11 covers the low energy range; the main curves are for a
silicon detector used at 77°K; the detector contribution alope for an
outstanding germanium detector is also shown. Figure 12 shows the behavior at
‘high energies. Figure 11 is applicable to X-ray systems, while Fig. 12 is more
useful for high-energy particle, and gamma-ray spectrometers. As indicated in
Section IL.B other statistical effects in detectors must be added to those shown
in these figures, particularly if high-energy particles or heavy ions are measured.
For v-rays of energy below 1 MeV, and for X-ray detectors, the curves of Figs.
11 and 12 represent the actual performance when good (low-trapping) detector

materials are used.
E. EFFECTS OF FLUCTUATIONS IN DETECTOR SIGNAL RISE TIME

In most applications, the rise time of the detector pulse, which depends on
collection of charge in the detector, is much shorter than the measurement time

of the. ptﬂse.shaper..Sbmetimes, however, short time constants. are. used in.the -

shaper, and the rise time of the detector: signal ‘may: be: a significant. fractionof -
these times. Changes that occur in detector pulse rise time. then result in.changes.

" in amplitude. of the amplifier output. signal..This is: particularly  true where the.

output pulse shape exhibits a sharp peak (the triangular: pulse shape is an
‘example). - AR

. Two specific effects occur in nuclear: spectrometers: due to the sensitivity of -

output pulse shape to detector pulse rise time variations. In particle experiments,
the varying ranges of particles of different energies produce changes in the signal
rise time. If the pulse shaper is such that the output is sensitive to detector pulse
shape, a nonlinearity in the overall output versus energyf:reéponse:esults. This
effect can be quite'large if suitable precautions are not taken to guard against it.

An even more important consequence occurs in v-ray spectrometers. The
y-rays interact at random places in the detector volume, and the varying sourcé
of charge in the detector produces statistical fluctuations in the pulse shape.
Typically, the rise time varies from 50 to 100 nsec. The absolute value of the
pulse-amplitude spread introduced by this effect is proportional to the size of
the signal. Therefore, even if the spread caused by rise time fluctuations is smail
compared with other contributions (e.g., electronic noise) at low energies, it may
become quite significant at high energies. In practice, it becomes important at
energies -greater than 500 keV when using large germanium detectors; it
therefore becomes a factor, in addition to those described in Section IL.B, in the
selection of the optimum pulse shaper for these applications.

From the foregoing discussion it is clear that pulse shapes exhibiting rather
flat tops should be used to reduce the effect of detector signal rise times. As seen
in the discussion of the trapezoidal time-invariant pulse shaper in Section I1.C.2,
a small penalty in noise must result from pravision of a flat top on the pulse, and
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this general conclusion applies to all shapers. However, at high energies,
electronic noise is usually a minor contributor to resolution, and it is reasonable
to select a metwork optimized for the effect of detector signal rise time
variations. The Gaussian-shaped pulse, or, preferably, a trapezoid produced by a

time-variant shaper (Radeka, 1972), represent good choices for these high-energy
vy-1ay spectrometers. : -

F. DEGRADATION FacTORS AT HIGH COUNTING RATES

1. General Remarks

In our noise analysis, we tacitly assumed that each signal could be treated as a
separate entity modulated by noise. However, each signal is also superimposed
on the residue of all previous signals. The interference between signals can
conveniently be studied by breaking the time domain into three regions.

(a) Two pulses may occur within the normal signal pulse width thereby
grossly changing the ‘amplitude of oné or both signals. This process, €alled
“pileup,” is’handled by providing a pileup rejector circuit that inspects foripulse
pileup. and rejects one or both pulses from the analysis system if pilenp is.
sensed. B . | A

(b) Secondary effects normally produce a low-level aftershock following
each pulse that may-interfere with a. following signal. The low level of the
aftershock precludes its detection by rejection circuits; consequently; one
objective in spectrometer design is to eliminate aftershocks.

(¢) Long-term baseline fluctuations are inevitable in any pulse measuring.
system. In effect, all pulse amplitude measurements are made with reference toa
reasonable time average of the baseline—this implies extracting the ac com-
ponents of the amplifier output. As'the average level of the signal pulse train
must be zero (after ac coupling), the pulse baseline (assuming positive pulses) is
depressed by an amount proportional to the product of countin} rate, pulse
width, and average amplitude. To remove the effect of this varying baseline, a dc
restorer reestablishes a baseline at zero (or a known reference level) in the pulse
amplitude measuring system. If the dc restoration system is made to respond
very quickly to departures of the baseline ‘from zero, it will respond to noise,
and will significantly- -worsen ‘the noise performance of the spectrometer.
However, if it responds very slowly, it will permit serious fluctuations of the
baseline to occur, and the resolution at high counting rates will be degraded.
Therefore, careful choice of the response time of a baseline restorer must be
made to match it to the application, taking into account the appropriate balance
between noise and counting-rate factors.

Additional s_econdary effects may arise at high co_unting ra"-cﬁe"sA, and care must
be taken to avoid them. In particylar, the long signal pulses present in amplifier
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(and preamplifier) stages prior to the main differentiator will stack up to change
the effective operating point of these stages. Due to this factor, the main
differentiator of the pulse shaper is usually placed early in the amplifier:
integrators can be placed late with advantage. Despite this precaution, care must
be taken to recognize the possibility of stack up in the front end stages, and to
design them to maintain virtually constant gain over their full operating range.
Otherwise gain fluctuations will result, with disastrous consequences to
resolution.

We will now examine, in more detail, the three time regions responsible for
major degradations of performance at high counting rates.

2. Pulse Pileup

- Pileup will be discussed with reference to Fig. 13a. Signals are measured at

their peak time Ty, and vanish well into baseline noise at Ty - The effects of

pileup between two signals whose starts are separated by T’ are as follows:

(@ IfT, < T, both peak amplitudes are changed and both pulses should :

be rejected.

) HTn<Ty'<Tp (where TD =Tw — ‘ m)s only the second amphtude :

is affected, and only that pulse should be rejected.
() KTy >Tp, no interference i in amphtude occurs.. -

A plleup rejector satisfying these conditions w111 reject the same’ total number:
of pulses as would be rejected by an inspector that re]ected all pulses that follow

- an earlier pulse within' a time Ty (since 2Ty, + (Tp = Ty) = Tw): This fact
permits simple calculation of the losses due to the plleup tejector. For an mput
counting rate n, the output countmg rate is given by DR

NeneTw D)

This equation indicates that the output rate peaks as the input rate- reaches a
value 1/Ty, , then decreases for further increasing input rate.

The effects of pileup are directly dependent on the total width of the s1gna1
By using a symmetrical pulse as illustrated by the Gaussian-shaped pulse of Fig.
13b, noise performance can be improved while maintaining TW smaller than for
the asymmetrical pulse of Fig. 13a. :

The methods used to achieve pileup rejection will be dmcussed in Section
IILB. In principle, they consist of delaying the measurement of any signal pulse
until inspection circuits have determined that it is not subject to interference by

other pulses. If such interference is present, the measurement of the pulse is not
performed.

3. Aftershock Effects

Unless care is taken.in the design of the pulse processing system, and
components are carefully selected, signal ‘pulses in the system can produce
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Fig. 13. IMustration of signal pileup: (a) RC differentiator—integrator pulses; (b) ideal
Gaussian-shaped pulse.

significant effects considerably later than the main pulse. The commonest source
of such effects in the system is the presénce of RC differentiators, other than the
one required in the-main pulse shaper: Suitable circuit design, as discussed in the
following paragraphs, can largely avoid this problem; however, spurious effects,
not so easily- identified, may also-cduse aftershocks. The feedback Tesistor.in a
preamplifier can'produce these effects, while ‘charge storage in su:rface-la’yéi:—s of
the detector, or.in the field-effect transistor, can’ cause similar ‘problems in

- pulsedight feedback preamplifiers (see-Section I1.D). Long term energy storage

and multiplé reflections in delay lines also contribute to aftershock when:delay
lines are used in pulse shapers. Even transistors in the output stages of amplifiers
can be a source of such effécts. Thesé ‘are but'a few of the sources of low-level
disturbances following signal pulses; to-identify them (and other sources) and
establish’ their effect on the resolution‘of a-spectrometer at high counting rates is
a dlfﬁcult'problem ' e e A L oeriaeie

A differentiator is essential in the pulse shaper to return the output pulse to
its baseline in a reasonable time, and thereby to reduce pileup effects. In certain
cases, a second differentiator having the same; or nearly the same, value as the
first may be used to producé a bipolar pulse which achieves area balance
between the positive and negative parts of the pulse in 2 short time, so that the .
baseline between pulses is a true zero, and is independent of counting rate. While
double differentiation causes a penalty in delta-noise performance (this can be
analyzed by the method of Section IL.C), the bipolar pulse it produces eliminates
the long term. baseline - fluctuations - which - must be circumvented by other
methods if unipolar pulses are employed. _

Apart from the use of a second differentiator to deliberately develop a
bipolar pulse (where this is desired), it is important to avoid second, or multiple,
differentiators, comparable in time constant to the primary differentiator in the
pulse shaper. The effect of a second differentiator, whose time constant is-a few
times longer than the one used in the shaper, is to produce’ a reverse-polarity
overshoot following the pulse, thé duration of the overshoot being determined
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primarily by the second differentiator. Its amplitude, expressed as a fraction of
the signal, is approximately equal to the ratio of the two time constants. This
overshoot constitutes an aftershock, and any second pulse falling on it will be
distorted. Since the overshoot subtracts from the second pulse, it has the effect
of distorting spectral peaks on the low-energy side, the degree of broadening
increasing at high counting rates. On the other hand, multiple differentiators
produce a complicated aftershock pattern with as many zero crossings as there
are extra differentiators, so their effect on spectral peaks is more complicated.
These arguments lead to the conclusion that any additional differentiator,
over and above the one in the pulse shaper, should have a very long time
constant compared with it. If the system resolution capability is 0.1% (not an
uncommon value), any second differentiators should be at least 10% times longer
in time constant than the one used in the pulse shaper. This implies that ac
couplings in the system should be avoided where possible, or should have time
constants greater than 0.1 sec. If a shorter time constant ac coupling occurs in
the signal path, it is essential that a.compensation circuit. be included to correct

for its effect. One unavoidable: differentiator is the feedback resistor-capacitor

combination in resistive-feedback preamphﬂers The RC time constant is usually
in the range of a few hundred microseconds; it is therefore only removed from
the pulse-shaper time constant by -a. factor between 10 and 1000, “Pole- zero”
cancellation (Nowlin and Blankenship, 1965), as discussed in the next paragraph,

must be employed to correct for.this RC differentiator, othervwse the. behavmr e

_at high counting rates is seriously degraded.

Figure 14 shows the arrangement used. to achJeve pole-zero cancellatlon forv

the additional differentiator C1R1 .The resistor R¢ appeanno across the main
shaper differentiator . capacitor C, is the: key - component in achlevmg the
cancellation. The transmlssmn of the cucult is given by e s Y
| jeCRe R
1 +]wC1R R +RC/(1+]wCRC)

where] ={~1 )1/2 andco 27rf

Transmlssmn =

—— H ' T BUFFER™

Fig. 14. Pole-zero ca:iqellation circuit. -
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By making CRo =C{R,, 1 + (Re/R)=n and CyR{ =n Ty, this expression
becomes

Transmission = jewre/(1 + jwry)

which corresponds to a single RC differentiator of time constant 7, . If # is large,
the conditions for cancellation of a pole and a zero simplify to Rc=nR, and

o =CR. By choice of R, it is therefore possible to modify the response of the
circuit of Fig. 14 to correspond to a single RC differentiator whose time
constant is approximately CR.

4. Long Term Baseline Fluctuations

Even if suitable pileup rejection methods are used to eliminate those pulses
that pileup in the main part of the pulse, and if aftershock effects are reduced to
negligible proportions, random time fluctuations in the signal pulse rate produce
a randomly fluctuating baseline after any ac coupling, and this' fluctdation
modulates the amplitude of signals. To overcome these baseline ﬂuctuatlons and
also to remove any dc drift components present in the baseline, it is necessary to
provide dc restoration immediately before the circuits used to measure th""?' ulse
amplitude. These dc restoration circuits ‘are discussed in Section IIL.C. ™

* The counting rate at which long term baselme fluctuations contribute a given
degradatmn to resolution is related to the area of the s1gnal pulses “The larger the
area of the pulses, the larger is the baselme ‘shift to mamtaln the average value of
the srgnal sequence at zero. Based on this reasomng, itis clearly advantageous to
use symmetncal pulses, so that their peak height is'as large as poss1ble ford given
area. It is also desirable to reduce the pulse w1dth to. as small a value as possrble
cons1stent with adequate noise performance LT S et e

m. 'Design.Factors in-Eiectronic »Mo_dul;'es fof S‘pectroscop.y.';_ -
A. LINEAR AMPLI'FIERS

- General Conszderatzons

Lmear amphﬁers are key components in nuclear spectrometers Thelr prnnary
functlon is to amplify" the “signals ‘received from the’ detector—preamphﬁer
combma’uon to a level (commonly 10 V' max) at which the later circuits can
perform accurate amplitude analysis, but an equally important function is to
shape the signal pulses so as to yield the best possible energy resolution in the
spectrometer. Section II discussed pulse shaping, so we will deal here only with
its practical aspects, and with other factors of importance in the design and use

of linear amplifiers. PR
[




444 FRED S. GOULDING AND DONAILD A. LANDIS

2. Linearity

Linearity of the input/output characteristic is required to simplify interpreta-
tion of spectra recorded in the analyzer. Its early importance is stressed by the
name “linear amplifier” often used in nuclear spectrometry. A crude specifica-
tion of linearity might require that the centroid of a peak should be no more
than 10% of its peak width from its correct position on a linear calibration line.
As the peak width, expressed as a fraction of the energy, varies according to the
energy and application, this cannot be converted directly into a permissible
change of gain. Generally gain variations should be less than 0.01% to 0.1%,

depending on the application, for any signal within the design range of
amplitudes.

3. Stability -

The gain of the amplifier must be stable, both with temperature changes, and
as a function of time. A requirement that-all gain changes be within 0.01% to
0.1% (depending on the application), ‘under normal operating conditions, and
during the period of an experiment, is reasonable. If gain changes exceed -this
amount, significant degradation of energy resolution of the system may result.

- Meeting these hneanty and’ gain stability requirements requires the use of
large amounts of negative feedback in amplifier stages. The operational amphﬁer

stage shown in Fig. 15 is now commonly used as a basic ‘building block. I some  ~
cases, an integrated circuit is used for the amplifier portion of the block, while in -

others, discrete trans1stors are used; in either case the value of G is very large,
and the current flow in the 1nput to the amplifier is negligible. When these
condltlons are met the Junctlon of R1 and R2 is a virtual ground, not moving
mgmﬁcanﬂy on 31gnals and the overall stage galn is given by

Vout/Via = —R2/R1 ' o "(36')

The stability of overall amplification therefore depends on R2 and RI;
low-temperature-coefficient, stable " metal-film resistors are used for these
components. Rise time requirements on the operational amphﬁer limit the
values of R1 and R2 to the range from about 100 & to 10 k2.

The operational amplifier provides a very low output impedance that is
convenient for driving later stages, pulse shaper networks, and terminated output
- cables. The differential input shown in Fig. 15 is also valuable If the signal is fed
to the positive input point, and the input end of R1 is grounded, the stage

behaves as an amplifier with no phase change, exhibiting a high input and low
output impedance. Its gain is given by

Mt .,.;f-"':‘-f»,i'_b . Out/ I/lﬂ . (R2+R1)/R1 ’ (37)

If carefully matched transistors are used at the: mput elements, or single-chip
pairs of transistors are used, as in many mte.grated circuits, the offset voltage AV
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Fig. 15. Basic operational amplifier building block.

between the two input points for zero output can be very small, and almost
independent of temperature and time. The offset AV is multiplied by the total
gain of cascaded dc coupled stages to produce an amplifier output offset that
might drive the output stage well beyond its normal operating range. However, if
AV is small, as in well-balanced integrated circuits, gains as high as 10,000 can
be used in a-dc coupled amplifier while producing less than 1V offset at the
output. This capability reduces the need for ac coupled stages, simplifying the
problem of avoiding multiple d1fferent1ators as requlred by the con31derat10n of
Secuon ILF.3. '

, 4. “Overload Perftprmance , A’

Good overload performance is necessary in order to handle the veryiiwide
range of signal amplitudes encountered in most nuclear amplifiers. The negative
feedback used in linear amplifier stages holds the gain constant in the normal
working range, but overload signals drive stages past that range, feedback is lost, )
and long recovery may follow. Stages that are dc coupled largely eliminate this-
problem. Improvement in overload performance is ‘also achieved by reducing the
pulse width by placing the single differentiator as early as possible in the
amplifier. Care must then be taken to avoid the introduction of hum and
low-frequency noise into stages after the differentiator. ™

All linear amplifiers contain gain controls covering a wide range (usually over
100:1) to permit their use in a variety of experiments. The location of the gain
controls in the amplifier chain is a compromise. For best overload behavior,
signals should be attenuated to the desired degree as early as possible. However,
such an attenuator reduces the preamplifier noise as well as the signal, so the
main amplifier noise may become dommant General-purpose linear amplifiers
have both early and late gain controls, or the gain switch operates on attenuators
positioned at several appropriate points in the amplifier chain. This permits
optimization of signal/noise and overload performance for a given application.

5. Pulse Shaping

Location of the integrator part of the pulse shaper is less critical than that of
the differentiator. Usually it is included in one of the late stages, but before the -
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final stage which serves as an output driver. The simplest type of integrator is an
RC circuit placed between two -stages of the amplifier. When used together with
a single RC differentiator of equal time constant, the pulse shaper discussed in
Section II.C.2.c is realized. Component values are switched to optimize
signal/noise for a given application. As explained in Section I1.C more complex
forms of shaper can be used with advantage. The commonest is the Gaussian
pulse shaper using a single RC differentiator and multiple RC integrators. The
equivalent of multiple RC integration is usually achieved by complex feedback
in one or more of the later amplifier stages.

Unipolar pulse shapers are preferred for good noise performance, but bipolar
pulses, generated by two short time constant differentiators, are useful in many
applications. The balanced waveform (i.e., balance achieved in a short time)
avoids any shift of the baseline between pulses, thereby maintaining the
operating points of the late stages of the spectrometer at their design values,
independent- of counting rate. Further advantages include reduction of low-

frequency noise, hum 'andrz_microphony; better overload. characteristics than

amplifiers' using unipolar pulse shapers, and the availability -of a zero crossing
point in the output waveform to use for many fast timing purposes (see Section
LD for an example). Bipolar-shaping is available in many general-purpose linear
amplifiers for use where the ultimate in energy resolution is not essential,

The common type of bipolar puise shaper used in linear amplifiers. employs
delay lines. Figure 16 shows two .types of delay-line differentiators. The first
type, shown in Fig. 16a, employs an operational amplifier A2 to sum the original:
signal (fed via 227, ), and a delayed and inverted version of the signal, the delay
being provided by a delay-line . terminated at both ends in jts characteristic -

mpedance Zo . Precise retum of the output signal to the baseline after the pulse
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Fig. 16. Delay-line shaperé: (a) Delayed-subt-racftion method; (b) shorted delay line.
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‘width 7 can be achieved even if the input signal is an RC differentiated step

function, such as is produced by a resistor-feedback preamplifier. To accomplish
this result, it is only necessary to adjust the gain of the delayed-signal path to a
value (just below unity) at which the delayed signal equals the input signal level
at time 7 after its start.

Figure 16b shows the simpler shorted delay-line shaper. The simplicity of this
arrangement is attractive, but slight capacitive or other mismatches at the line
output produce more serious “rings” than the arrangement of Fig. 16a, in which
both ends of the line are.correctly terminated. The shorter line required for the
circuit of Fig. 16b, for a given output pulse width, is also a useful feature. In
some amplifiers, the complex scheme of Fig.16a is used for the first
differentiator, providing pulses for energy analysis purposes, and a second
delay-line differentiator like that shown in Fig. 16b is then used to provide
bipolar pulses for crossover timing, or other purposes. The performance of the
second differentiator is less critical than that of the first (due to the possible

overload effects in early stages), so the limitations of the shorted delay-lme
dxfferentlator (Fig. 16b) can be tolerated. : %

6. Pole—Z ero Correctzon

All modem linear amphﬁers prov1de ad]ustable pole-zero cancellatlon for the
RC differentiation- produced in resistor-feedback preamplifiers, unless they are
specially designed for pulsed light, or other pulsed feedback systems: The
pole-zero scheme described in Section IL.F.3 is used, and ad]ustment is made by
adjusting the resmtor R of Fig. 14.

7. Input Connectzons

The great ma]onty of linear amphﬁers use a single coaxial cable to connect
the signal from the preamplifier. The input attenuator in the amplifier is
designed to terminate the cable in its characteristic impedance. .Generally
speaking, the preamplifier output lmpedance also matches the cable at its end,
thereby providing good cable matching at both ends ‘and minimizing ringing due
to slight high-frequency mismatches. .

In applications where extraneous noise.or hum is hkely to be induced in the
signal cable, other methods of connecting from the preamphﬁer are sometimes
used. One uses a current driver at the output of the preamphﬁer The hlgh
output impedance of the preamplifier prevents inductively. coupled - low-
frequency currents from flowing in the center wire of the cable, and thence into
the amplifier input. Another arrangement that is used more commonly, and
more effectively, to suppress a range of frequencies of inductively coupled noise,
is the differential-input scheme shown in Fig. 17. A double wire shielded cable is
used, with the induced voltages in the extra wire cancelling those in the main
signal wire. As.the two wires are in close proximity along their entire length, and

4
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Fig. 17. Amplifier differential input circuit to minimize extraneous noise pickup.

are terminated in the same impedances, cancellation can be almost perfect. This
is the recommended method of operation in very noisy locations.

B. PrLEUP REIECTORS

Pileup is defined as mutual interference between. the main parts of pulses (see , g
Section ILF.2). If pulses subjected to such interference are not rejected, gross ;
distortion of the amplitude spectrum:is: caused at high counting: rates. A-pileup
rejector must recognize pulses subject to: pﬂeup, and.provide control pulses fora:
linear gate to reject these pulses. The inspection is usually performed -on.short.
dlfferentmted mgnals (rather than on the mgnals shaped for optlmum 31gnal/
noise).

A typlcal pl].GllD rejector is shown in Fig. 18 It is driven by the short 81gnal
shown in waveform (i), 'which is obtained by differentiation and ‘amplification
of the preamplifier signal. Each signal exceeding the discriminator threshold
triggersT a one-shot that generates an inspection period (iif) during which the
AND gate inspects™for further fast s1gna1s If such a signal occurs (as in’ the_ o
second half of waveforms (1) and (11)), it sets the “plleup flip- -flop” producmg an ;
output waveform that inhibits signals at a linear gate included i in the main 51gnal
processing channel. Any signal reachmg its' peak while the ﬂ1p-ﬂop is set is
rejected. If further fast signals occur during. pileup periods, the associated slow ‘.
signals are rejected, and they initiate their own inspection periods to seek >
possible interferences w1th later s1gnals ThlS is the purpose of the “up datmv
feature in the one-shot.. '

If the fast disériminator threshold is set too h1gh pileup by small 31gnals wﬂl
not be recognized, but if set too low, an unnecessarﬂy large fraction of signals o
will be rejected due to the dlscnmmator tnggermg on noise. The noise-level ina- - -
fast signal channel is much higher than in a slow one; so the fast discriminator i
threshold cannot be set very low; and very small signals will not be detected by '

tA shght delay is mcluded in the path via the updatmg one—shot and the gate, to prevent
the signal that triggers the one-shot from being rec?gmzed as a pileup signal. :
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Fig. 18. ' Operation of a pileup rejector.

the fast discriminator. A slower measurement would improve the rejector’s
ability to recognize small signals, but its ability to resolve two closely spaced
signals, and not to regard them as one, would be impaired. o

Other methods of pileup rejection are sometimes used. As seen in waﬁéfonn
(i) of Fig. 18, pileup causes a change.-of signal shape; therefore any circuit
capable of checking that a signal conforms to the prescribed shape (withinlimits
imposed by noise) can be used to recognize pileup. The only simple scheme for
achieving this is to double differentiate the signal to produce a Zero Crossover,
and to check that this crossover occurs at the correct time with reference to the
start of the signal. . . - ) o S _

- An additional feature, often included in pileup rejectors, permits rejection of
abnormally slow detector pulses. Many semiconductor detectors contain
undepleted regions from which slow diffusion of radiation-induced ionization
occurs. This process is very slow compared with normal charge collection so,
after shaping in the amplifier, small pulses are produced which cause background
in the final spectrum. A pileup rejector, examining the shape of signals, excludes
signals containing substantial slow components. - '

C. BASELINE-RECOVERY CirculTs (DC RESTORERS)
1. General Comments

Comparison of a pulse ampiitude with a dc level requires that the pulse
baseline be defined. This is important in analog-to-digital converters, discrimina-
tors, single-channel analyzers, linear gates, and biased amplifiers. The output

baseline of a linear amplifier varies with counting rate, and is subject to dc drifts,
i
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so the pulse baseline must be established prior to any further processing. This
function is performed by a dc restorer at the input of many modules.

For most applications, signals are unipolar, and the dc restorer need only
handle single-polarity pulses. While balanced bipolar signals introduce no
baseline shift after ac couplings, the area balance is usually not exact, and
baseline restoration is also required. This demands a baseline restorer handling
both positive and negative signal excursions.

2. Unipolar and Bipolar Diode Restorers

The simplest dc restorer, as shown in Fig. 19, uses a signal diode to clamp the
baseline between signals, the diode switching from low to high impedance when
a signal occurs. The signal feeds through capacitor C to the output, which is
clamped by the current / flowing in diode D. The low diode impedance (kT/qI,
or 25 Q for 1-mA current), together with C, provides a short differentiating time
constant except during signals. A positive input signal, of sufficient amplitude,

reverse biases the diode, so that its impedance becomes large. The differentiating
time constant thereby becomes 1arge durmg 31gnals

F:e. 19. Umpolar dc restorer usmg a sermconductor dmde

The noise performance of a system’ may ‘be senously degraded by dc
restoration,. as the short time constant existing' when no signal is present
modifies the overall system pulse shaping: Since this-time ‘constant: ‘changes
during signals, the system behaves as a time-variant shaper (Radeka, 1967). To
ensure only a small degradation in resolution due’ to the restorer, it is necessary
to use a restoration time constant much longer than the. main shaper. time
constant. However, if the restoration time constant is too long, it will fail to
respond to fast baseline fluctuations. A compromlse must be made between
these competmg requirements. - :
~In the restorer shown in Fig. 19, the charge stored in C during the signal pulse
is removed via the diode between pulses At high counting rates; this increases

.'é
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the average current through D by an amount 7 where § is the signal duty factor.
As the incremental diode impedance is k7/ql, and kT/q is 25 mV at room
temperature, the baseline will be depressed by a voltage of 256 mV.} At high
duty factors this shift is intolerably large. Consequently, the more complex
restorers described in the next section are used in high-resolution spectrometers.
As the output baseline is fixed by the voltage drop Vp in diode D, which is
temperature dependent, practical dc restorers must also include temperature

compensation, often achieved by balancing the drop in diode D) against that in a
similar diode.

" Pig. 20. * Bipolar dc restorer.

A version of the srmple dlode restorer that can handle bipolar pulses

'(Robmson 1961), at; the same, time s, 'prov1dmg temperature compensatron, is

shown.in Fig.20. In. the. rest condmon both diodes pass a- current J; diode D1
becomes -nonconducting on. the negatlve portlon. The dlode unpedances are in
series, so the effective restoratlon time constant is twice that of the unipolar
restorer.The bipolar dc restorer may . also be used to clamp the baseline of
unipolar pulses of either. polanty, but it operates incorrectly when the duty
factor approaches 50% At duty. factors above 50%, the circuit regards the peak
of the pulse as its baselme and restores accordingly.

3. Active Unipolar and szolar dc Restorers

The intolerably large baseline shifts exhibited by snnple restorers, and the
fact that the diodes farl to unclamp on small signals, thereby limiting the

+ We assume here that the change in current through the diode is only. a small fraction of

its steady current [; otherwise the. nonlinearity of the diode charactenstlc must be taken
into account.

I
S
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Fig. 21. Active unipolar dc restorer.

+

ouT

Fig, 22. -Active bipolar dc restorer.

dynamm range of the restorers, has led to the development of restorers in which
" the nonlinear characteristics of* diodes are ‘amplified (Chase and Poulo, 1967;
Gére and Miller, 1967). Two’ examples derived directly from the simple diode
restorers are shown in Figs. 21 and 22. The voltage movement at the output; due
to changes in diode current, is réduced by driving the other end of the diode
with an amplifier of ‘controfled gain (~10) The. effective impedance from
output to ground in the rest condition is reduced by this factor, when compared

with simple restorers. The lmpedance changes toa h1gh value on very small
signals. : - ; -

" D. LINEAR GATES

A hnear gate transmits sy,nals under the control of an external waveform.
Idea]ly the gate should switch from one state to the other quickly (in 100 nsec
or less) should totally transmit the signal when open, but transmit no signal

when closed, and should not inject a significant pedestal or sw1tch1ng splkes into
the output signal.

1
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IN l R1 ouUT IN Rin out
B — —

viYy

(a) - 5 R4

Fig. 23. Basic types of linear gate: (a) 'Series; ®) shunt; () series-shunt.' '

Most linear gates, as shown schematically in F1g 23 employ electromc
switches in the series path (a), in shunt with the output (b), orin both posmons
(c). Ideal switches exhibit zero nnpedance when in the on condrtlon and mﬁmte
impedance in the off condition.. - . '

Practical electronic sw1tches exhlblt series (R 1) and shunt (R2) unpedances
that degrade their performance. The transmission of the senes switch s
Ri/(Ry, +R;) in the on state, and RL/(RL+R2) in the off state The on
transmission approaches unity only if the load Ry, is very large compared with

' Ry, but R, must be many times larger than RL to make the off transrmssron
._approach Zero., These consrderatlons nnpose severe hmrtatlons on the perror-

mance of srmple hnear gates The same hrnltatlons arise in_ the shunt gate (b)..
These dlfﬁcultles are. largely. circumvented by using the senes shunt gate (c),

__ where the swrtch S2 is closed when S1' is open and vice versa. Apart from -the

unprovement in the on/ off transmission ratio, the. synchronous Operatron of the
two switches reduces transient effects produced by the switching operation.
One implementation (Gouldmg, 1965) of ‘the series-shunt gate is shown in
Fig. 24, in which transistors T1 and. T2 ; are the switches. In the open condltron
of the hnear gate T11is 1n its saturated on state wrth the current I ﬂowmg in its
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Fig. 24. Series-shunt transistor linear gate.

base. On the other hand, the current in 74 holds 72 off. The voltage drop across
T1 is essentially zero, so the gate output is held at the same potential as its
input. The gate is switched to its closed position by switching the current switch

(containing 73 .and T4) to turn T1 off and T2 on; T2 then clamps the output at
zero potential. The reference level in the dc restorer is adjusted to-realize zero
pedestal when the gate switches.

" While the 100 nsec or so required for this gate to ‘switch is usually tolerable,
faster sw1tchmg is-required in some cases. The diode-bridge linear gate shown in
Fig. 25 i is ‘often‘ernployed in these cases, with very fast: Schottky-barner diodes
acting as the switching elements. In the open condition of the gate, a current I

"is switched to ﬂow through the bridge from top to bottom, as shown in Fig: 25a.
All four diodes are conducting, and the input and output are connected together
via the (low) diode impedances. The gate is closed by reverse blasmg all dlodes in
the bridge ‘as shown in Fig. 25b.

A completely different type’ of linear gate is shown in Fig.26 (Battlsta

'1970) It is composed of an operatlonal amplifier in which the input transistors

 are switched to control the gate. In the closed posmon of the'gate, transistor T6

conducts the current /, so that TS is nonconducting. The signal mput tran31stor

T1is therefore nonconductmg, and the feedback loop is from the output via Rgy

to the base of T3. The gate is opened by raising the base potentml of TS above
that of T6 so that TS, T'1, and T2 are all brought into conduction, while 76, 73,

and T4 are made nonconducting. The feedback loop is then from" the output via =
Rgy to the base of T1. The signal gain is then given by —Ryi/Ra;. As shown in -

Fig 26, a smgle integrated circuit contams T1-T6. The balanced charactenstxcs
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Fig. 25. Diode-bridge linear gate: (a) Open state; (b) closed state.
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Fig. 26. Operational am_plit("ler linear gate with_switched input circuit.
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of the transistors used in an integrated circuit are desirable in this linear gate to
reduce the pedestal produced at the output when the gate is switched. The
availability of differential inputs in this type of gate permits its use with, or
without, phase inversion. The use of negative feedback around the gate, and high

frequency transistors within the loop, results in fast switching, typically
10-50 nsec.

E. BIASED AMPLIFIERS

~ Biased amplifiers are used to expand the high-energy part of a spectrum
(neglecting the low-energy parts) to observe fine structure in high-energy spectral
lines. A preset bias is subtracted from all signals, the resulting negative signals are
tejected, and the positive residues of other signals are amplified.
‘The simplest form of biased amplifier is shown in Fig. 27. A diode cuts off
the portion of signals smaller than the baseline restorer reference voltage. That
portion of signals passed through the diode is then amplified by the output

amplifier. The ideal diode characteristics would abruptly change from infinite:

impedance for negative bias to zero impedance for forward -bias. In practice,

while the diode impedance is-suitably high in the reverse direction, and quite low

when in the forward direction, the transition between these two regions is not
abrupt. Transmission through the diode changes slowly as the diode voltage

changes over a range of about 1 V, so serious non-lmeanty exists: over much of
the output voltage range.

AMPLIFIER

INPUT : :
INPUT | BASELINE N -
‘:-;- "| RESTORER _’l % L~ OUTPUT
REFERENCE.
- (NEGATIVE BIAS)

’Fig. 27. Si'mpie biased amplifier.

Further . problems with simple blased amphﬁers include signal feeding through
the diode capacity, producing small output pulses for signals smaller than the
bias level, and the fact that the 81gna1 passed by the diode becomes very narrow
for signals that only just exceed the bias level. Unless the output amplifier stage
exhibits short rise time, the varying width of its input signal will produce
..'-nonhneanty The switched linear gate shown in Fig. 28 reduces these non-
linearities. A linear gate (e.g., the series-shunt gate of Fig. 24) connecting the

input and output circuits is normally closed, but is opened by the discriminator: -

whenever an input signal exceeds the bias level. The portion of the signal above
the bias level is thereby passed on to the output amplifier.
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ZERO LEVEL
DISCRIMATOR i

—_— BASELINE | unear OUTPUT
> RESTORER GATE —_—
J\ * AMPLIFIER

NEGATIVE BIAS

Fig. 28. Biased amplifier based on a linear gate.

The width variation in the output signal from a biased amplifier may produce
nonlinearity in the overall response of a spectrometer. This results from slow
response in the linear gate, in the output amplifier of Fig. 28, or in later parts of
the analysis. system, like ‘the analog-to-digital converter in the pulse-height
analyzer, which cannot respond linearly to very narrow pulses: A pulse stretcher
is normally included in the output of a biased amplifier to provide a wid :
for the later circuits. This stretcher must handle the widely varying inpufpulse -
widths without exhibiting amplitude nonlinearity. = /- "o

It is often preferable to-stretch the signal pulse prior to-performing bias
cutting. By sampling the stretched pulse, a flat topped, fixed width output;pulse
is realized. A biased amplifier employing this principle is-shown in block form in
Fig. 29. In this circuit, a pulse stretcher follows the initial baseline restorer. The
pulse is stretched only when its amplitude exceeds the bias level as sensed by the
discriminator, and until the time (determined by the discriminator) when the
input pulse is essentially back to its baseline. A peak detector, included in the

pIsC. | - — BIAS (POSITIVE)
ouT
N BASELINE PULSE LINEAR A out
@ | RESTORER |- STRETCHER| (1) GATE e LS
' PEAK GATE

DETECTOR : ONE.] | SWITCHING
QUTPUT | sHoT

. A 0,'_..‘:]':‘-'- >.., - ) 0 ‘r
{if) -(iii) ST (iv).

Fig. 29. Biasedzampliﬁer using a pulse stretcher.
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stretcher, provides a timing pulse at the peak time. This pulse, suitably delayed
and shaped, is used to switch the linear gate to its open position shortly after the
input signal peak time. The linear gate produces an output pulse, equal to the
difference between the stretched signal and the bias level, which is then

amplified by the output amplifier. The rectangular output pulse is ideal for later
parts of the spectrometer.

F. PULSE STRETCHERS

An ideal stretcher accepts any pulse, even of very narrow width, and produces
a stretched output pulse of the same amplitude as the input pulse, retaining this
amplitude for a long time. The simplest form of stretcher, shown in Fig. 30, uses
a diode D to charge a memory capacitor C to the peak value of the srgnal This
simple arrangement has the following limitations:

(1) Unless C is large and the discharge current T is small the mernory is
short. On the other hand, if C is large it is difficult to charge it to the peak signal

amplitude in a short. time. If 7 is small, and C large the memory is long but the.

circuit cannot respond to pulses at a high rate:

(2) Feedthrough via the diode capacity;- arrd"e‘Xtractlon of charge stored in
the diode during its short conducting period, cause the removal .of some of the

charge from C on the -back edge ‘of the signal- [dotted: hne in Fig 30, waveform . -
(b)]. This can cause. nonlmeanty in -the mput/output charactenstlc .of the

stretcher;

(3). The nonlmear unpedance and temperature sen81t1v1ty of. the dlode cause
nonhneanty and mstabmty S .

(i)-

D .
B L e

Fig; 30, Simple pulse stretcher.”

A block diagram of a stretcher designed to overcome these problems and to
provide the performance required in nuclear pulse processing is shown in Fig. 31.
The linear gate is normally open, so signals pass through into input (i) of the
difference amplifier. Feedback, via the charging circuit to the input (ii) of the
difference amplifier, forces it to follow input (i) as long as the required
movement is in a posrtlve direction. Apy negative movement at 1nput (ii),

ASSASISAXAIAILTY LA e ve e 1
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Fig. 31. Typical pulse stretcher used in spectrometers.

however, is produced only by -the discharge current /, as long as it is present.
When ‘any signal exceeds the-discriminator level, the control flip-flop:: is set,
removing the discharge current /, so the memory capacitor C in the mput (n) of
the difference amplifier charges to the. input signal peak, but cannot dlscharge
after the peak: It therefore retains the peak signal amplitude. -

The sudden drop in chargmg current after the peak of the pulse is sensed to

~ provide the peak-detector output, which tnggers the width one-shot closmg the

input gate for a fixed time ‘to prevent further signals from entering the stretcher
until the later signal processing electronics has dealt with the first signal.
Relaxation of the width one-shot reséts the control flip-flop, thereby permitting
the discharge current [ to flow again, and rapidly discharging C back to its initial
condition. When this is: accomphshed the. mput linear gate is opened, and the
stretcher can process further signals. i o

Tt is essential that all loading on the memory _capacitor C be kept to a
minimum. Consequently, the -input impedances of both the difference amplifier,
and the output driver, must be very large (FETs are often used), and the diodes
used in the charging and discharging paths must exhibit very low leakage, as well
as being fast, with little charge storage, and very low capacity. The quality of the

memory . capacitor itself is also nnportant polystyrene ﬁ]m capacﬂ:ors are often
used in this posmon SRR IR TES ; :

) G DISCRIMINATORS AND-SINGLE-CHANNEL ANALYZERS

At one tune smgle discriminators were used to determme ‘the amplitude
distribution of pulses. By counting. the number of times a discriminator fired,
the integral of all counts above the. dlscnmmator level ‘was accumulated. Moving
the level in increments permitted the amplitude spectrum to be deduced. Later,
multiple dlscnmmators and scalers were used to reduce the time required to
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produce a spectrum, and also to improve statistics. This was the forerunner of
the modem pulse-height analyzer which uses more sophisticated methods of
sorting and storage. However, discriminators are still used as elements in many
functional units (e.g., in pulse stretchers—see Section III.F), and are used in pairs
in single-channel analyzers (SCAs), which produce an output only when a signal
amplitude lies between the two discriminator levels. Single-channel analyzers are
generally used now to select pulses in one analysis channel, the output being
used to gate another channel, so that the only signals processed in it are
coincident with the SCA. output pulses. Examples of applications of single-
channel analyzers occur in Sections I.C and 1.D.

All discriminators use a nonlinear element (usually sensitive to voltage
.changes at the input) in a circuit that triggers to produce a standardized output
pulse only when the input pulse amplitude exceeds the discriminator threshold.
The positive feedback used to provide triggering results in “backlash”; that is,
relaxation of the circuit only when the signal amplitude falls some distance
below the triggering threshold level. This behavior is illustrated in Fig. 32. A

useful result of backlash is the insensitivity of the: circuit to-noise on the tail of - -

the signal. Many discriminators are -designed to define the level at which
relaxation occurs mdependently of the triggering threshold level. It is important
that a discriminator should not produce partial outputs for input signals below

the threshold level, as this may result.in the: system threshold.being. defmed by. -

cucmts later than the dlscmmnator which are not designed for stability. -

 siGNAL INPUT '

DISCRIMINATOR
OUTPUT

§ BACKLASH

— s

Fig. 32. [lustration of “backiash"_’ in a discriminator.

The stacking ofa pair of discriminators to produce a single-channel ﬁnél‘yzer
is illustrated in Fig. 33. The circuit logic is largely self-explanatory. An output is
required for signal pulse (2), but not for (1) or (3). Signal (1) fails to trigger

either discriminator so no output results; signal (2) tnggers only the lower -

discriminator, while signal (3) triggers both discriminators. The timing and
coincidence circuits strobe the condition of the two discriminators shortly after

the peak of the input signal. The coincidence circuit produces an output only if

the lower level, but not the upper level, discriminator has triggered. The output
pulse time is defined by an external strobe pulse, or by an internal timing circuit

- v
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UPPER
THRESHOLD
BASELINE UPPER
PN | ————
INPUT RESTORER DIsSC
3 |
\, “‘W{W‘"‘ INHIBIT
LOWER I
UL THRESHOLD
A . TuasnoLe Il
2 A\ ~ 1 LOWER
£ \\  — DELAY he--q *  Disc COING
\ - | Led Disc OUTPYT
i i CIRCUIT
1 I —
1 e et e = - -~
'l RESET
: TIMING
EXTERNAL CIRCUIT
STROBE

Fig. 33. Block diagram of a single-channel analyzer.

(shown dotted). The external strobe is often supplied by a zero-crossing éickoff
circuit when bipolar signals are used.

S

H. NONLINEAR ELEMENTS FOR ANALOG CALCULATIONS

e

Special applications exist where nonlinear processing of éignals is réﬁhired.
One case in point is that of the particle identifier (see Section LD), where an

arbitrary power of the signal amplitude must be derived. In other cases, the

product or ratio of two signals must be calculated. A logarithmic ‘element
provides a convenient way of achieving these calculations in an analog fashion in
a relatively short time. | o
The basic logarithmic element used in these applications is a semiconductor
junction diode. The relationship between the forward current I and junction
voltage V is given by SR SRR s e

ptkly It (38
%7 - ; ( )
where I, is a saturation current determined by -the junction parameters, and n is
usually near to unity-in-value. The value of Io is normally very small compared
with I, so this relationship ‘can usually be simplified to D e
N .7 S LN A - (39)
This provides the desired logarithmic relationship between the. current .and
voltage. However, series bulk resistance of a semiconductor diode invalidates the

relationship at high currents >1 mA). For this reason the simple diode element
is not generally used’ as a logarithmic element. Instead,. the equivalent
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relationship between the emitter-base voltage of a transistor and its collector
current is more commonly used. In this arrangement the emitter region is very
heavily doped, therefore presenting very little series impedance, and the base
current is very small, so it produces very little voltage drop.

A typical logarithmic converter circuit is shown in block form in Fig. 34. In
this arrangement a high-gain operational amplifier, which requires virtually no
input current, is used to force the base-emitter potential of the feedback
transistor to a value where its collector current is equal to [;, . The emitter-base
voltage of the transistor is then used as the output, its magnitude is proportional
to the logarithm of the input current. In practice, precautions must be taken to

avoid feedback oscillations in the circuit, and initial dc conditions must be
established.

1 e o

T

" Fig. 34. * Block diagram of 2 logarithmic function ge'nerator. :

Other methods of performmg analog calculations have been used, including
the use of a field-effect transistor as a multlpher but the logarithmic element
provides the most versatile tool.

1 ANALOG TO- DIGITAL CONVERTERS

The: ﬁnal step in the signal processing syotem of any nuclear spectrometer is

to convert the amplitude of the signal, often of very short duration, into digital
‘information. In a pulse-height analyzer, this digital information determines the

memory address to which a count must be added.

The basic process used in all analog-to-digital converters.is to compare the
analog input level (a stretcher is.used to remember the peak-signal level) to an
internally generated level which is directly associated with a- digital output
generator. While this can be achieved in various ways, the linear ramp method
illustrated in Fig. 35 is commonly used in nuclear spectrometers. In this scheme,
a puise, produced by the stretcher at the sigral peak, starts a linear ramp
generator, and, at the same time, permits high-frequency clock pulses to feed a
scaler.. When the ramp level equals the stretched signal level, clock pulses to the
scaler are inhibited, and the number  then stored in the: scaler is”a-linear
representation of the signal amplitude. At<thls point, the later digital processing

SRRSERREXYUIIN NS 0D
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Fig. 35.. Block diagram of a ramp-type ADC.

system is flagged to indicate the availability of data in the ADC register. When
the digital system completes processing, it so indicates by clearing the ADC flag,
thereby freeing the ADC to process further signal pulses. The input gate on the
ADC prevents signals entering the system while an earlier signal is being
processed. Lo

The coding time of an ADC is an nnportant parameter in a system, as it is
often the major factor determining the rate at which events can be handled. For
example, if the clock rate in Fig. 35 is 50 MHz, and coding in 4096 channels is
required, the coding time is over 80 usec. This time can be reduced by operating:
at higher clock rates, but 100 MHz represents the practical limit in this direction.
Alternatlvely, a binary successive- approx1mat10n method (Cottini et al., 1963)
can be used, although this method becomes qulte comphcated if" good
dlfrerentlal linearity is to be’ achJeved ‘The brev1ty of this review prohlblts
further descnptlon of the binary success1ve-approxunat1on method, but the

interested reader can find further detalls in the hterature (Kandiah et al 1969
Robinson et al., 1968). '

J. ANALOG MULTIPLEXERS AND DERANDOMIZERS

Two common problems are encountered in complex spectrometer systems
that can be handled by multiple pulse stretchers. The first case is that where an
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event is represented by several simultaneous input signals; for example, the
passage of a particle through a multidetector telescope producing signals from
each detector. In principle, each signal could feed a separate ADC, and the
digital output could be processed. However, ADCs are quite complex and
accurate tracking of several ADCs is difficult to achieve. For these reasons, it is
convenient to store the signal pulse amplitudes in stretchers (one per input), and
to time-multiplex the stretcher outputs in sequence into a single ADC. This
device is called an analog multiplexer.

A second kind of problem arises due to the long coding and storage cycle
times of ADCs, and of the associated digital system. These times often extend to
100 usec or more, and severely limit the capability of the system to handle high
signal rates. As nuclear events occur at random times, severe dead-time losses
occur at average signal rates far below the regular pulse rate capability of the
ADC. Tt is therefore important, in many cases, to provide a “queuing” device,
commonly called a “derandomizer,” in which the randomly occurring input
signals can ‘be retained; and fed to the ADC at a rate compatible with its
processing capability. It may be shown that a relatively small store (e.g., four
events) serves to reduce dead-time losses-almost to zero, until the random arrival
rate approaches the regular rate capability of the ADC. The function of the
queuing store can be performed by a number of stretchers with appropriate

circuitry to shuttle signals from one to the other both when input signals arrive; -

and when the ADC accepts  signal. _
_The -circuits involved in derandomizers and analog fnultiplexers,_ while
logically "quite simple, become rather complex in their details. The reader is

therefore referred to the literature for details (Robinson et al., 1969; Robinson

and Gin, 1969). ~

o DV “Basic Considerations in Time Measurements
A. INTRODUCTORY REMARKS

Energy measurements are of primary importance in nuclear spectrometry, but
accurate timing information is often required in addition. For example, the time
delay between two detector signals may be used to determine the velocity of a
particle. As the velocities of nuclear particles approach that of light, ‘and
reasonable flight paths are typically only measured in centimeters, timing
accuracies of 0.1 nsec may be required. Timing information is also used in
studies of the time correlation between pairs of events. This type of study has
been vital in unraveling the complexity of nuclear energy level schemes.

Optimization of time measurements using semiconductor..detectors is a
complex problem requiring a knowledge of detector properties, and of the
limitations of various circuits used to determine the précise time of a pulse.
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Measuring the time of flight of a particle is entirely different from timing v rays,
both in regard to detectors, and in the critical associated timing circuits. While
the same modules may be used in the later stages of each system, the optimum
methods of processing the signals prior to these modules are quite different. We
will now discuss the methods used in these two cases.

B. FaST TIMING OF PARTICLES WITH THIN SILICON DETECTORS

1. Detector Signal Pulse Shape

Thin silicon detectors can be used to derive both time and energy information
on particles stopping in, or passing through, them. We assume that the detector
(either surface-barrier or diffused-junction) is totally depleted, and that the
applied voltage is sufficient to make the electric field at all points high enough to
achieve the saturation velocity for holes and electrons in silicon (about
107 cm/fsec). Under these conditions, the maximum collection time for any
carrier produced in the thickness T cm of a detector is equal to 100 T nsec. On
this basis, a 10-um thick silicon detector, typical of transmission detectors used
for heavy-ion detection, should collect all- the charge in 0.1 nsec. If the, plasma
density in the particle track is very high, such as occurs with very heaqulons or
fission fragments, the time taken for the erosion of the plasma by the electric
field increases the signal rise time significantly, the increase dependmgnon the

" electric field,~and on the " direction "of the particle track in relation: to it.

Observations indicate ‘that detector -signal rise times of a small fraction of a
nanosecond ‘can be achieved in many cases, although direct observation on this

tune scale is not possfble

2 Czrcult Conszdemtzons

" To ach1eve fast tlmmg the pulse amplifier must introduce minimum noise,
and the degradation in signal rise time must be small. The final timing signal is
derived from a fast discriminator, so we must consider fluctuations in the time at
which signals cross a fixed level. These fluctuations are related to the noise, and
to the rate at which the signal crosses the level. The latter factor is determined
by the size of the signal, by its rise time, and by the point on the front edge of
the signal at which the discriminator is set to trigger. :

The-signal rise time is partly determined by the amphﬁer, and partly by its
connection to the detector. Fast amplifiers can be designed to exhibit rise times
of 1 to 2 nsec. The circuit must be designed and construicted to avoid “rings” on
signals as these seriously distort the time spectrum. This is best accomplished by
using a simple voltage-sensitive front end for the amplifier, thereby avoiding any
phase shift rings that would arise in a feedback configuration.

The input circuit is also very critical in determining the signal rise time, and in

avoiding ringing on signals. F1gure 36a shows ‘the precautlons commonly
- t
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Fig. 36.- Input circnit of preamphﬁer for fast.timing: (a) Mechanical oonﬁguratron, ) .

equivalent circuit.

employed in the mput c1rcu1t The input amphﬁer must be mounted in close
proximity: to- the.detector,.and. the. input..circuit loop. must have' minimum
inductance. The large ‘detector- capacitance -leads to these stnngent.mechamcal
requirements. The equivalent circuit shown.in Fig. 36b will be used to illustrate
the problems. The input capacity Cr of the FETs used in these applications is
typically 50 pF. The capécitance Cp ofa silicon detec@c.)r\i‘s given approximately
by _ B

cD-- 1 OSA/T B (40)

where A is the detector area (cm"’) and Tis its thlclmess (cm) and CD isin- pF
The value of the inductance of a straight wire of circular. cross sectlon,rsgwen by

L'=00021 23 log(4)jd) —0.75] - @D

where Lis the mductance (uH), lisits length (cm) and d is its dlameter (cm)

1If the wire between the detector and FET is 1-cm long, and its diameter is
0.05 c¢m, Eq “41). yields-an-inductance of 0.01 pH, while, if the detector area is
0.25 cm?, and. its ﬂuckness 10 um, its capacity is 275.pF. The resonant
frequency of the input eircuit - (assuming Cg= 50 pF) is then_about_ 250 MHz.
The critical damping resistance for the input circuit is given by

Rp = 7(L/ (o) Foe
where C is the series mput 01rcu1t capac1ty (~40 pF). Thrs is about 30 §2 in the
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present case. The rise time of the signal appearing across the FET input, in this
case, is much greater than 1 nsec, thereby degrading the overall rise time of the
system. Reducing the length of the detector. connection, and increasing its size
(e.g., by using a flat beam lead) to reduce its inductance, is required to avoid this
degradation. The value of the damping resistance is then chosen for critical
damping.

Noise in the first amplifying stage is a limiting factor in timing, as it
modulates the point where the signal crosses the discriminator threshold. As seen
earlier, delta noise becomes dominant at short time constants. Ifs main source
(see Section IL.D.2) is the input amplifier. Combining Egs. (17) and (19), the
mean square equivalent input noise produced by an FET is given approximately
by :

Wa? = (4kT/gm)Af @)

where g, is the transconductance of the FET, and Af is the bandwidth of the -
system. For 200-MHz bandwidth (rise time for 10 to 90% is about 2 nsec), and
with an FET exhibiting a mutual conductance of 50 mA/V when operated at
room temperature, the value of @,?) .is.64.x 1072 V2, correspondiiig to an
RMS noise level of 8 uV. The equivalent full width at half maximum spread is
about 19 uV. This reflects in a timespread which depends on. the rate at which
the signal crosses the discriminator threshold (measured in V/sec) which
depends on the signal rise time, and on the size of the signal. For a"1-MeV
deposition of energy in the detector, a total shunt mput capacitance of 325 pF, -

. and a system rise time of 2 nsec, the maximum rate of ‘rise: (referred to the
- input) is about 6.8 x 10* V/sec. Combining this with the FWHM noise (19 uV),
~we deducé a time spread .(FWHM) of about 250 psec. Increasing the energy
deposmon in the. detector reduces thls value in inverse proportion to the energy.

From these arguments the followmg general relatlonsh1p can be derived

K= UCEren ) @

- ‘where At is the time resolution (FWHM in psec) caused by noise, C'is the total

input circuit capacity in pF, 7'is the rise time in nsec, F is'the energy in MeV,
and g,, is the FET transconductance in mA/V. This result represents a limit to

- the performance that can be realized, but it can only be ach1eved 1f no1se is the
-dominant factor determining time resolutlon

Optimum choice of the input field- effect tran31stor for these apphcatmns
should be based on the effect of its input capacity on the signal size, and the
effect of the transconductance on the noise produced by the FET. It can be
shown that the optimum value of Cf is equal to the detector capacity Cp . This
is difficult to achieve if Cp_is large, as the power dissipation in FETs exhibiting

high g,,, and high Cg is pl‘Ohlblthe For this reason, we hm1ted the value of Crto

50 pF in the earlier example
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The discriminator used to “pickoff” the time signal may be set at a fixed
level, or may trigger at a level proportional to the signal amplitude. The time
pickoff derived from a fixed-level discriminator “walks” as the signal amplitude
changes, an undesirable feature unless signals are of relatively fixed amplitude,
although a “walk corrector” may be used to correct for this effect. Usually, it is
preferable to use a discriminator triggering at a fixed fraction of the signal
amplitude. Optimum choice of the signal fraction used for time pickoff is
dependent on a number of considerations which change according to the
application. However, a few general rules may be stated:

- (a) If the detector signal pulse shape is constant, the best fraction to use is
that where the discriminator fires on the fastest rising part of the signal. This
implies setting the level well above the rounded initial start of the signal rise
(caused by multiple integration in the amplifier). '

(b) If fluctuations in the rise time of the basic signals occur, such as in
many semiconductor detectors, the discriminator should be set to trigger at the

smallest possible fraction of the signal amplitude, consistent with. avoiding
triggering too frequently on noise, and: with avoiding the initial rounded.part of .

the signal rise. - e

C. Fast TiMING WITH GERMANIUM 7-RAY DETECTORS
1. Detector Signal :Pu!se Shape R |

Gamma rays interact randomly through a detector volume producing small
regions of ionization. For low 7y-ray energies, absorption in the detector material
causes a nonuniform distribution of interactions through the volume, but the
distribution becorfies nearly uniform for high-energy vy rays. Thie' shape of the
output signal, which is the summation of hole and electron components,
depends on the relative magnitude and duration of these components; therefore,
the rise time exhibits statistical fluctuations.

Figure 37a shows the locations of three interactions, one near the middle of
the detector and one near each contact. Germanium detectors are normally
operated at high voltages, resulting in uniform electric fields adequate .to
produce velocity saturation for carriers (107 cm/sec), so the movement of each

carrier produces a constant current in the external circuit until the  carrier is

collected. Assuming that the detector is 1-cm thick, the pulse shapes shown in
'Fig. 37b result. Signals for three events are shown, .and also for events at
intermediate positions in the detector. This picture assumes that the charge
produced by an interaction is localized in a very small region. This is reasonably
valid for v rays of energy below 1 MeV interacting by a photoelectric process,
where the photoelectron range is well below 1'mm. The signal is more complex
when a 7 ray interacts by Compton scattering, followed by a photoelectric
process, as these events occur at different points in the detector volume.
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Fig. 37. Chaige collection in a thick planar detector: (a) Events at three locations are
shown; (b) output signal charge as a function of time.

The planar geometry shown in Fig. 37 produces a rather simple distribution
of pulse shapes. More complex shapes occur in coaxial detectors, particularly of
the closed-end type. However, the pulse shapes of Fig.37 can be used for
d1scus31on of the general aspects of timing. -

2. Circuit Conszderatzons

-fﬁ- .

Circuit consrderatlons in fast timing w1th germamum y-ray detectors are
similar in some respects’ to ‘those described in Section IV.B.2, but a number of
major , differences arise. The detector capa01ty is generally smaller, so' the
mechanical conﬁguratron of the input crrcmt is less critical. This is fortunate as

" germanium detectors ‘must be mounted in a cryostat Also, the signal rise time is

rather slow in 7y-ray systems, so “the rise time of the amplifier is less critical than
in fast particle timing experiments. On the other hand, variations in the rise tnne
of signals are large, and they cause problems m trmlng measurements wrth 'y-ray
detectors. '
Amplifier noise causes a spread in '}'—ray tnnmg measurements ]ust as for
particles (see Section IV.B.2), but the 1onger detector signal rise time changes
the importance of amplifier rise time (7). The noise is proportional to 7 —¥ _but
the rate of crossing of the dlscnmmator level may be determined elther by the

_detector or by the amphﬁer If the detector srgnal rise time is dominant,

speedmg up the amphﬁer results ‘only in an increase in noise, and therefore
worse timing. On the other hand, if the amphﬁer determines the final signal rise
time, speeding it up increases the noise, but despite this, an overall 1mprovement

_in timing results. Therefore an optlmurn amphﬁer rise time must exist for

0ferrnamum y-ray detector tlmmg expenments 7
The effect of 1ntegrat1on in the ampllﬁer is more complex than indicated by
these s1mp1e consrderatlons For example, Fig. 38 shows the effect of a 10-nsec

's1ng1e -RC ‘integrator on a typlcal detector signal. In this case, which is fairly
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typical of germanium <y-ray detector systems, the slower rate of crossing caused
by setting the discriminator below the level shown in this figure will degrade
time resolution. Therefore, an important effect of slowing down the amplifier is
to prohibit setting the discriminator at a very low level on the signal. This
competes with an obvious desire to set the discriminator to a low level to reduce
the timing spread due to signal rise time variations in the detector (see Fig. 37b).

DETECTOR OUTPUT SIGNAL

SIGNAL ./ /e~ AFTER 10 ns
INTEGRATION

-——— MINIMUM DISCRIMINATOR LEVEL

-t
llli.lllll n
0 20 40 60 80 s

Fig. 38. Effect of a 10-nsec integrator on the front.edge of a rypicai signal. @

This discussion has centered on fixed-size signals. As signals vary in- size, the -

time pickoff provided by a fixed level discriminator changes, producing a “walk”
with amplitude. A discriminator designed to- change its threshold level in

proportion to the . srgnal amphtude (a fractional drscnmmator) overcomes “this

problem, or some method of walk compensation may be used in the later data’

processing system_to correc*‘ the time mformauon denved from a frxed level
discriminator. i

The drstrrbutron of tlme delay between an event and . the trme prckoff 'srgnal-f S
is examined in Fig. 39..As seen” in Fig. 39a, a discriminator set- to a level B4, -

produces timing signals delayed by Bto (where ¢4 is the rise time of the fast
signal) after events occurring in the central region of the detector. Events near
the detector faces, as shown in the inset of Fig. 39a (a fraction 26 of the total
events),'produce delays umformly drstnbuted from Bty to 28z4. If no Spread
occurred due to noise, the. trme drstnbutlon -shown in Fig. 39b would. .be
observed, but in a normal system (~5-nsec resolutlon) the time. drstrrbutlon
shown in Fig.39¢c is seen. This distribution only apphes if 4" fractional
discriminator is used Varymg the fraction B-alters the relative proportrons of
pulses appearing in the main peak, and those in the delayed tail. _ :
That part of the time resolution due {o noise is inversely proportronal to the
signal amplitude, since the noise is. ﬁxed in amplitude while the rate of rise of a
signal is proportional to its amphtude ‘Therefore, while fractional discriminators
and walk correctors can“be made to produce timing signals almost mdependent
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Flg. 39 Showmg the pred.lcted tnne dlstnbutlon of dlscnmmator tnggenng (a) Range

of pulse shapes (b) tune dlstnbutlon ina nmseless system, (c) tlme d1str1butlon ina normal
system. . : :

-of pulse amphtude the tnmng resolutlon always degrades as the 'y-ray energy

decreases

- V. ‘Des'ign'F actors in_EIectionie M_(')d:ul&é"fbr"Fést' Tnmng .
A._ FAST AMPLIFIERS '

The pnrnary functlon of fast amphﬁers is to amphfy 31gnals denved from
detectors  or preamplifiers without significantly degrading their rise time.
Normally such amplifiers present a 50-Q input impedance to match the

L3
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characteristic impedance of the input cable, and the output circuit is designed to
feed a terminated 50-Q cable with negative signals of at least 1-V amplitude. The
matched input-output system permits cascading several amplifiers to achieve the
overall gain required in a system, while avoiding possible “ringing” on signals due
to cable mismatches.

Gain stages used in fast amplifiers use very high frequency transistors
(fr= 2000 MHz), usually in feedback-pair configurations producing voltage
gains in the 10-20 range, with risé¢ times in the 1-2-nsec range. Although
negative feedback is employed to stabilize the gain, and to flatten the gain versus
frequency characteristic, the amount of feedback is much lower than in the
amplifiers used in the energy-analysis channels of spectrometers. As a result, the
gain stability is poorer, but ringing on signals due to phase shifts within the
feedback loop, which are of great importance in fast amplifiers, are minimized.
An important consideration in the design of fast amplifiers is the requirement
that the amplifier rise tlme should be independent of signal amplitude and
counting rate.

The signal pulse-shaping requlrements in fast amplifiers are quite different

from those discussed for spectrometer amplifiers (see Section I1.C.2). In most

cases, the amplifier rise time should.be as fast as possible, and is limited only by
the transistors employed. Deliberate integration may sometimes be employed to
reduce noise when the overall signal rise-time is dominated by .the detector
charge-collection process (see Section IV.C.2). On the other hand, differentia-
tion is usually required prior to the first amplifier to avoid signal pileup at high
counting rates. Shorted delay-line differentiation (using coaxial cables) is
normally employed in very fast systems, but RC and bipolar differentiators may
be used in some situations.

The signal/nois& factors in fast timing systems differ greatly from those in the
slow energy-measuring channels. At the short shaping times used in fast
channels, delta noise is dominant, and step noise need not be considered (see
Section I1.C.2). The best signal/noise ratio is achieved by using a preamplifier
with a reasonably high input impedance to amplify the signals prior to feeding
the 50-C2 cable to the fast amplifier. If the input shunt resistance is made large
enough to give an input time constant long compared with the system rise time,

its noise contribution can be neglected. The main noise source is then the input |

amplifying device. At high frequencies, either transistors or very high trans-
conductance FETs are best used for this stage. Equlvalent noise resistances of
about 20  can be achieved, producing input equivalent RMS noisé levels of
only 8 4V or so in systems with rise times of 2-nsec. If the gain of the whole
preamplifier is low, the noise (13-uV RMS) in the input resistance (50 Q) of the
fast amplifier may be a significant contribution to the total system noise. The
effect of these noise levels on time resolution is related to the size and rise time
of the signal as discussed-in Sections IV. B and IV.C.
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B. TiME PickOFF DISCRIMINATORS

As discussed in Section IV.C.2, fixed level discriminators (usually called
leading-edge discriminators) are sometimes used for fast time pickoff, but the
dependence of their triggering time on the size of a signal is undesirable, so
discriminators triggering at a constant fraction of the signal amplitude are now
also used. In either case, an element capable of switching very quickly when a
signal crosses a preset threshold level is required. The tunnel diode provides the
jdeal element in this regard, and is used almost exclusively as the triggering
device in fast discriminators. This contrasts with the slow discriminators
discussed in Section IIL.G.

The operation of a tunnel diode discriminator will be described in terms of
Fig. 40 which shows the forward current-voltage characteristic of a typical
tunnel diode. In the region from O to A, the built-in field in the junction region
produces free carriers by a tunneling action, so the diode exhibits a very low
impedance (~5 Q). Driving the diode in the forward voltage direction past 4
reduces the built-in junction field, so tunnelmg ceases, and the current through
the diode decreases (a negative resistance region). However, further forward bias
causes mmonty carrier 1n3ect1on, and the current increases as shown
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Fig. 40. Characteristic of a tunnel-diode discriminator.

- To use the dev1ce asa dlscnmmator, the diode is biased to a pomt P1, and the
31gnal increases the diode current until the peak point A is passed. The diode
switches very rapidly to its high voltage state at this point. If the signal is larger
than required to pass this point, it drives the diode current up the right branch
of its characteristic. When the signal is removed, point P2 is reached. To reset the
diode . back to its original condition, a reset pulse is applied that reduces.the

_diode "current below its minimum point B. Due to the storage of minority
carriers in the-bulk, the reset action is-much slower than the tnggermg, whxch

only involves turning off the tunneling action.

{
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1. Considerations in Leading-Edge Discriminators

To achieve satisfactory timing, leading-edge discriminators must be set to a
very low level on signals, so that the walk due to variations in signal amplitude is
kept at a small value. This frequently means setting the threshold so low that the
discriminator fires at a high rate on noise pulses. This is undesirable, as it
produces false timing signals. An arrangement that overcomes this problem is to
- use two discriminators, one set to a very low level on the signal, even within the
noise, while the other is set above the noise level to trigger only when true
signals occur. The signal from the lower level discriminator, delayed by a short
time, then samples the high discriminator condition to determine whether a
signal has occurred. In this way, the lower level discriminator provides the timing
puises, but they only appear at the output when a true signal occurs.

Even when this arrangement is employed, signal amplitude variations produce

walk in the timing signals. Consequently correctlon of the walk is necessary ‘This
may be achieved in several ways o

(a) .By measurmg the tlme delay between fmng of two dlscnmmators set'to

different levels of the signal,-an extrapolated zero time for ‘the signal .can be-

determined. This extrapolated leadmg-edge timing technique depends on' there
being no change in the slope of signals between the.two discriminator levels; as
this is often not true (e.g., germamum 'y-ray detector signals) the technique has
um1ted value.

(b) The walk may be corrected by: modlfymg the output of the time-to-
amplitude converter (or the digital: data derived' later) by a suitable function

calculated from a slow signal pulse -height measurement. The correction can be
empirically adjusted for best results. - -

2. Constant-Fractzon Dzscnmznators =

Automatic correction for the effects of s1gnal amplltude variations (assuming
constant shape) can be made by discriminating at a level that is a constant
fraction of the signal amplitude. The best way to achieve this is to shape the
signal, prior to the discriminator, so that a bipolar signal reaches it. The front

edge of the signal can then be used to set the discriminator at a suitable level

above noise, and the:discriminator can- be adjusted to reset at the zero- -Crossing
point of the bipolar pulse:-Assuminga linear system, fed with a- constant
detectorpulse shape the -Zero- crossmg timé is: mdependent of - the - 81gnal
amplitude. -

Figure 41 ﬂlustrates the method of pulse shapmg used to ach1eve these
objectives (Chase, 1968). The operation is largely self-explanatory; it is obvious
that the zero-crossing time at the output-depends parﬂy on the signal rise time,
on the fraction § determined by the attenuatofrand” on the delay 7. The

discriminator is set to fire ata level A above noise, and it Tesets accurately at the
§
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Fig. 41. Pulse shaping for a constant-fraction discriminator.

zero crossing point. Adjustment of the fraction § can be made to achieve the

best rate of crossing of zero for the signal amplitude range of interest; this
achieves the best time resolution. The general considerations involved in choice
of the fraction B are outlined in Section IV.C.2.

The zero-crossing discriminator (probably a tunnel-diode circuit), must
provide the backlash implied by its triggering at level A and resetting at Zero.
Also, as the time information is derived at the zero-crossing time, the. c1rcu1t
should be designed to reset as fast as possible. This dictates that the tunnel diode
peak point 4 (Fig. 40) should be used for the reset pomt unlike the case ofa
leadmg-edge dmcnmmator

C. TIME TO-AMPLITUDE CONVER‘I‘ERS ’

* Time:to-amplitude converters (TAC) are used to produce output pulses whose
amplitude is linearly proportional to the time delay between pairs of pulses fed
successively-to start.and stop inputs. The. full-scale time range is made adjustable
s0 ‘that time"distributions as short as 10 nsec or as long -as several psec:in total
span can be studied. Apart from the requirement that'the time-to- amplitude
conversion be reasonably linear, it is also essential that the conversion be stable,
and that the equivalent time spread introduced into the measurement by the
TAC be very small. Timing accuracies as: low as 10 psec (FWHM) have been
achieved in the best situations.

A typical TAC is shown in block form in Fig. 42. The basic time-to-amplitude
conversion is carried out by using the start pulse to switch a constant current J
into an integrating capacitor C, and by stopping the current flow when a. stop
pulse occurs. The actual current swfcchmg is accomplished by fast diodes D1,
D2, and D3 controlled by bistable circuits switched by the input pulses »These

diodes exhibit- very low charge storage effects, and introduce only small stray '

capacities. These are essential features for fast linear conversion. Furthermore,
the capacitor C;* ”‘dults ground connectlon must mtroduce no-high- frequency

Tings. T
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Fig.42. Block diagramof a tirne-to—arﬁplitude converter. - .

The circuit shown in Fig. 42 satisfies the foﬂov'v'ing;éonditi'ons.:

(1) The stop bistable. flip-flop is only tfiggeféd when-a stapmput plﬂs& E

occurs within the selected time range after a start pulse. Any stop pulse not
meeting this requirement is neglected. I R

(2) Further start or stop pulses do not interfere with a measurement in
progress. S : N

(3) If a start pulse is not followed by a stop pulse within the selected time
range, the circuit resets rapidly at the end of the range, and is ready for a furthér
start pulse. No output pulse occurs.. | - .. i T
" {4) An output pulse occurs immediately after a valid stop pulse, while the
integrating capacitor remembers the ‘voltage stored on it during the timing
period. The system is reset immediately after the end of the output pulse.

© Ampendioss
A. BIPOLAR AND FIELD'-EFFE'CT; TRANSISTORS *~

The biggest single revolution in nuclear electronics in the past 15 years has
been due to the use of transistors. The reliability of semiconductor devices, as
compared with the vacuum tubes used-earlier, has made possible a much higher
level of sophistication in signal- and data-processing in nuclear experiments. It is
not unusual for a single nuclear experiment to require as many .as 10,000
transistors to operate continuously, and with absolute reliability, for long
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periods of time. We hope that this brief exposition will lead to more general
reading on the topic (Shive, 1959).

Bipolar transistors, invented by Shockley in 1950, represented the first
dependable semiconductor amplifying devices. Like most semiconductor devices,
these depend on the behavior of a junction in a semiconducting crystal, where
the dominant electrically active impurity in the lattice changes from one
producing free electrons (ie., valency-five or a donor in a valency-four lattice),
to one producing free positive holes (i.e., valency-three or an acceptor). By
various procedures, it is possible to produce flat interfaces between n regions
(donors dominant), and p regions (acceptors dominant), which are referred to as
“junctions.” The operation of most semiconductor devices depends on the
behavior of the free electrons and holes at these junctions. An electron leaving
an n region, where it is a majority carrier, and diffusing or being injected intoa p
region then becomes a minority carrier in this region, and vice versa for holes
travelling in the reverse direction. It is important to recognize that a charge
carrier can exist in a region where it is in the minority for quite.a long time (up
to several milliseconds in some cases) before it combines with the opposite type -
of carrier to disappear. .. L

Figure 43 shows the conditions existing:in a semiéondu,ctor“ ju_tiétion in
equilibrium with no externally applied voltages. In the n region, the donor atoms
have released electrons to acquire a positive charge; ‘these positive charges are
fixed in the lattice, while the electrons are free to move. .Simi_larly,':fa"cceptor
atoms become fixed -negative charges in -the p region by .capturing electrons,
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‘Fig. 43. Equilibriu? conditions in a semiconductor junction.
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thereby producing free holes. Thermally induced diffusion of the free holes and
electrons naturally leads to passage of these carriers across the junction, so a
dipole charge layer is produced, as shown in Fig. 43b, resulting in the potential
distribution of Fig. 43c.

The balance between electron and hole currents flowing across the junction in
this condition is important in device applications. Figure 43d indicates the
balance conditions. Flow of the majority carrier from either side of the junction
to the other is resisted by the potential barrier of Fig. 43c. On the other hand, a
minority carrier at one side of the junction can diffuse from deep within its
region to the junction where its crossing is aided by the potential distribution
existing there. In the equilibrium condition the potential adjusts itself to
produce a detailed balance between the electron currents in the two directions,
and between the two hole currents. The relative magnitude of the electron and
hole currents depends on the relative doping levels in the n and p regions. If the
n region is more heavxly doped than the p reglon the electron currents Wlll be
greater than the hole currents. : R

The equilibrium condition shown in Fig.. 43 i tarely of interest in dev1ces in
general, we are more interested in. the perturbation- caused by applying an
external voltage to the junction.. The behavior. then' depends on-whether. the
applied voltage tends.to.reduce. the potential barrier.of Fig. 43¢ (forward blas) -0r

to increase it:(reverse bias)..In. the first case, the- reduction of the barrier permits:

increased flow of majority carriers from one side ‘of the junction-to the other
side where they become minority carriers. This process can be ‘used to inject
.large currents of minority carriers into a region. Furthermore, if the emitting
region is very heavily doped.compared with the region receiving the carriers, the
current flow in the junction consists almost entirely of minority carriers m]ected
into the lightly doped region. When a. 1unct10n is reverse biased, the effect is. to
suppress the flow of majority carriers from one side to the other. On the other
hand, the minority carrier diffusion currents shown in Fig. 43d remain almost
unchanged since their value is controlled by diffusion from regions remote from
the junction.

The operation of a bipolar transistor depends directly on the considerations
of the last paragraph. Figure 44 shows a prp tramsistor structure (in an npn
transistor, the roles of holes and electrons: are. reversed) consisting of a piece of
semiconductor in which a thin » Tegion (only a few micrometers thlck) is
interposed between p regions. One of the p regions, called the “emitter,” is very
heavily doped compared with the » region, which is called the “base.” When the
emitter junction is forward biased it efﬁc1ent1y injects holes into the base region.
The other p region, called the “collector,” is reverse biased with reference to the
base, so it collects holes that diffuse through the thin base layer to the collector
junction. In practice, the only holes lost are the few that recombine with
electrons in the base, so the gollectorpurtrent is nearly equal to the emitter
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P N P
) NEGATIVE
@) s ST SUPPLY
I, *
=L¢ Ip
EMITTER COLLECTOR (-)
(b}
BASE
EMITTER COLLECTOR (+)
(c)
BASE

Fig. 44. (a) Operation of a blpola: transmtor (b) symbol for a pnp trans:stor (c)
symbol for a npn transmtor - :

current, while the base current is very small. By modulating the base potentlal
with reference to the emltter, a relatwely large - collector current can be-
controlled with very little flow of current in ‘the base. The large current gain (§)
from base to collector is the transistor property. of most unportance in px:act1ca1-
applications.

The symbols used for pnp and npn transistors are shown in Figs: 44b and 44c.
The arrow in the emitter lead denotes- the direction of positive: current flow.
Two operating modes are commonly encountered in transistor - circuits. In
amplifiers, the transistor.operates:more or-less ds described in the last paragraph,
that-is, in a linear mode.:In-pulse:circuits, -on:the-other hand;:thé transistor is. -
used as a switch. ‘Its off condition:is obtained by-applying -a‘base. potentlal to
reverse bias the emitter-base junction, thereby:preventing injection at the ermtter--
junction. Vlrtually no. collector current then flows. The on condition is achieved
by forward-biasing the emitter junction. If a collector load resistance is high, the.
on condition may cause the collector-base reverse bias to fall essentially to zero,
the transistor is then said to-be operating in the saturated condition. As the
collector is no longer able to accept all the carriers injected by the emitter into
the base, the base current must rise.

The undesirably low input unpedance (for some- applications) seen at a
transistor base has led to the use of another semiconductor amplifying device, -
the field-effect transistor, shown-schematically in Fig. 45. In this device a thinn
layer of materialt provides a conducting path between the heavily doped «(n*)
source and drain connectors (conduction is by majority carriers, and, unlike the

1 This is an n-channel FET; p-channel FETs are also used.
. . z
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GATE (REVERSE BIASED)

SOURCE

/

N CHANNEL DEPLETION LAYER

Fig. 45. Diagram of a field-effect transistor.

transistor, does not depend on minority carrier injection). A p-n junction is
formed on the surface of the conducting channel as shown in Fig. 45. Reverse
biasing this junction causes an increase in the potential barrier (see Fig. 43¢)
existing in equilibrium at the junction, driving electrons from a depletion layer
as shown in Fig. 45. Increasing the bias increases the thickness of the depletion
layer, pinching-off the conducting channel between source and drain. Therefore,
modulation of the gate~Source potential controls the drain current. As the gate
junction is reverse biased, it exhibits a very high input impedance which is well
matched to a radiation detector. For this reason, field-effect transistors are

almost exclusively used as input amplifiers for detector signals.

B. MisceLLANEOUS ELECTRONIC TERMS

‘Many electronic terms used ‘in this chapter may be unfamiliar to readers. -

Definitions -are given in elementary electronic and semiconductor texts, or in
general reviews, such as that of Fairstein-and Hahn (1965) cited in the table of
references. In some cases, the reader will note interchangeable use of European
and American terms.(e.g., transconductance or mutual conductance to represent
the ratio of the change of drain current to the change of gate-source voltage of
an FET). We hope this is not :confusing. Th'ev term Shottky barrier is used to
represent a metal-semiconductor barrier which behaves in many respects like the
semiconductor p-n junction described in Appendix Section A. However, the
lack of carriers injected in the bulk semiconductor results in fast current turn off
in Shottky barriers as compared with p—n junction diodes.
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1. Executive Summary

This is a time of great opportunity in nuclear spectros-
copy. The development of radioactive beam capabili-
ties around the world is opening a new landscape for
discovery, and the connections between nuclear struc-
ture studies and astrophysics, neutrino physics, and
physics beyond the standard model are stronger than
ever. New detector technologies are evolving which
can meet the challenges of the new generation of ex-
periments. Leading these is the technology of “y-ray
tracking” which can revolutionize y-ray spectroscopy
in a way that large arrays of y detectors did a decade
ago. During the last few years this technology has been
shown feasible and GRETINA a 1z detector is under
construction. However, the momentum in developing
this technology to its full potential must continue to-
wards GRETA, a full 4n calorimeter. GRETA will
carry y-ray spectroscopy into the next generation where
it will be needed to fully exploit the science opportuni-
ties at radioactive beam facilities and increase the
reach of stable beam facilities. In addition, y-ray track-
ing technology will have important applications for
science, medicine, and homeland security.

GRETA was first mentioned in the 1996 Long Range
Plan (LRP) and became a recommendation in the sub-
sequent LRP of 2002. In the 2003 NSAC report enti-
tled “The Nuclear Physics Science Horizon: Projects
for the Next Twenty Years” GRETA obtained the
highest rank of “1” in both science and readiness cate-
gories. The physics justification and technical perform-
ance for a 4w y-ray tracking detector were also well
documented in the extensive report submitted by the
National Gamma-Ray Tracking Coordinating Commit-
tee setup by the DOE Office of Nuclear Physics in
2002. A selection of physics highlights along with an
up to date status of technical issues are contained in the
present document.

As a first step towards GRETA, a physics-rich pilot
program was devised to allow technical development
to advance at full speed. This led to the proposal of
GRETINA, a detector with 25% coverage of solid an-
gle. The GRETINA project is moving forward accord-
ing to schedule with a start of operation date of 2010.
Our intention is to keep moving forward with y-ray
tracking in this country and to complete our original
proposal to build the full 4 array GRETA, in order to
fully optimize the physics potential of this new tech-
nology.

For most experiments, GRETA will improve the power
of GRETINA by a factor of 10 -100. This will greatly
extend the reach of the physics and allow advances in
the study of nuclear structure, nuclear astrophysics, and
fundamental interactions. For example, the alteration
of shell structure and new collective phenomena at the
two extremes of isotopic number can be studied with
fast beams from **Ni to *Ni. The structure of heavy
elements with Z larger than that of Sg (Z=106) can be
studied with enough detail to help constrain and refine
the theoretical calculations needed to make a more ac-
curate prediction of the stability of super heavy ele-
ments. The search for hyperdeformed nuclei with 3:1
axis ratio at the very limits of angular momentum will
be within reach with GRETA’s 100 fold increase in
sensitivity. Crucial capture reactions in element syn-
thesis in nuclear astrophysics have extremely low cross
sections which require detectors with the highest pos-
sible efficiency and ability to reject background. In the
area of fundamental interactions GRETA’s high spatial
resolution and efficiency will bring a large increase in
sensitivity to many measurements; including tests of
QED and CPT from studies of positronium annihila-
tion, and measurements of V4 obtained from the su-
perallowed B-decay of '°C.

The GRETINA construction project has developed all
the advanced technology needed for GRETA. The first
detector module with 4 highly segmented irregularly
shaped crystals closely packed in a single cryostat has
been produced. Signal digitizers with the required reso-
lution and sampling rate have been fabricated and are
in use. Signal decomposition and tracking software has
already demonstrated the required position resolution
and speed. The data acquisition system with sufficient
computing power and storage capability has been de-
signed and prototyped.

In Europe a competitive y-ray tracking germanium
shell detector, AGATA, is advancing. It will be used at
the European radioactive and stable beam facilities. At
present, the collaboration between GRETINA and
AGATA scientists in technology R&D is very strong.
Similar to the US, the nuclear physics community in
Europe realizes the vast range of opportunities offered
by this device and the demand for its use is expected to
be very large. Clearly, continuing development toward
GRETA is essential to our competitive position in the
field of y-ray spectroscopy.
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Detailed GRETA cost projections have been based on
the current GRETINA project. As GRETINA contains
all the key technologies, the cost scaling should be re-
liable and have very little uncertainty. Following the
DOE project scheme for escalation and contingency,
we estimate a total project cost of $42M beyond the
GRETINA phase and a project completion date in
2016. The development would steadily lead to ever-
increasing physics reach and flexibility as the device
grows from 1n to 4n. However, many key physics
goals require the complete shell for success.

In summary we would like to quote from the 2002
NSAC Long Range Plan Overview and Recommenda-
tions section (page 9),

“The detection of gamma-ray emissions from excited
nuclei plays a vital and ubiquitous role in nuclear
science. The physics justification for a 4r tracking
array is extremely compelling, spanning a wide range
of fundamental questions in nuclear structure, nu-
clear astrophysics, and weak interactions. This new
array would be a national resource that could be used
at several existing stable and radioactive beam fucili-
ties, as well as at RIA.”

With GRETINA now under construction we are mov-
ing towards this goal. We strongly urge the timely
completion of the full 4%t system GRETA.
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2. Introduction

The unique strongly interacting aggregation of fer-
mions that we call the atomic nucleus displays a re-
markable diversity of phenomena and symmetries. Its
behavior and structure continues to surprise and fasci-
nate as unexpected properties are revealed by fresh
experimental opportunities arising from increasingly
sensitive instrumentation along with new accelerator
developments. A central component in the highly suc-
cessful US nuclear structure program has been through
the utilization of y-ray spectroscopy techniques, in par-
ticular, using Gammasphere. The latter’s resolution,
granularity, efficiency, and ability to be used in con-
junction with a powerful suite of auxiliary detector sys-
tems, have made it an unsurpassed device for studying
rare and exotic nuclear properties. (Over 600 refereed
publications and 100 PhD theses have been written
utilizing data from this detector so far.) It is therefore
extremely exciting that at the same time as a major
new radioactive beam accelerator facility initiative is
on the horizon that huge advances in our y-ray detec-
tion capabilities are also possible. Such a next genera-
tion detector system would allow us to capitalize on the
science opportunities prior to and when the new accel-
erator facility was completed. Indeed, as stated in the
2002 NSAC Long Range Plan (Overview and Recom-
mendations, page 9),

“The detection of gamma-ray emissions from excited
nuclei plays a vital and ubiquitous role in nuclear
science. The physics justification for a 4rx tracking
array is extremely compelling, spanning a wide range
of fundamental questions in nuclear structure, nu-
clear astrophysics, and weak interactions. This new
array would be a national resource that could be used
at several existing stable and radioactive beam facili-
ties, as well as at RIA.”

While the present state-of-the-art detector arrays,
which consist of large volume germanium crystals sur-
rounded by a suppression shield, have pushed this par-
ticular detector technology to its limit, it has become
apparent that significant further gains in sensitivity will
be possible as a consequence of an innovative and new
design paradigm utilizing the concept of y-ray energy
tracking in electrically segmented Ge crystals. These
new opportunities have arisen from technical innova-
tions first realized by the US y-ray spectroscopy com-
munity. The new 4 detector design mentioned above
which was already discussed in the 1996 Long Range
Plan is called GRETA (Gamma-Ray Energy Tracking

Array). It would contain about 120 (30 quad-cluster
modules) co-axial Ge crystals each segmented into 36
portions and arranged in a highly efficient 41 geome-
try. GRETA would have about 100 times the sensitiv-
ity of Gammasphere for selecting weak exotic signals,
and thus give as big a jump in capability compared to
Gammasphere as Gammasphere was to the previous
generation of detector systems.

The improved sensitivity or resolving power is due to
the new technique of “tracking”, which identifies the
position and energy of y-ray interaction points in the
detector segments. Since most y rays interact more than
once within the crystal, the energy-angle relationship
of the Compton scattering formula is used to “track™
the path of a given y-ray. The full y-ray energy is ob-
tained by summing only the interactions belonging to
that particular y-ray. In this way there are no lost scat-
ters into suppression shields (which cover nearly 50%
of 4n in Gammasphere) and so a much higher overall
efficiency can be achieved, for example, by a factor of
6 (GRETA vs Gammasphere) and 100 (GRETA vs
MSU SeGA array) for a single 1 MeV y-ray. An effi-
ciency gain of about 20 times over Gammasphere is
also expected for 15 MeV yrays. Other key design
benefits of a highly segmented Ge array include high
energy resolution, high counting rate capability (a fac-
tor of ~5 over Gammasphere), good position resolution
(1.4 degrees versus 6 degrees for Gammasphere) which
is critical for Doppler shift corrections since many ex-
periments involve high recoil velocities, the ability to
handle high multiplicities without a high double-hit
probability, and the ability to pick out low-multiplicity
events hidden in a high background environment due
to background rejection by direction. Another asset is
that the high segmentation also makes high precision
linear polarization y-ray measurements possible. The
modularity of the detector design makes it extremely
versatile and flexible for use in many different configu-
rations.

In 2003, after major R&D efforts had validated the
GRETA concept to show that building a tracking de-
tector array was feasible, and that a first class physics
case existed, the DOE gave the go ahead for a mission
need decision on GRETINA (CD0). GRETINA, which
comprises ¥4 of GRETA, is a logical first phase for a
staged approach to GRETA. GRETINA itself will pro-
vide a large gain in sensitivity compared to existing
systems for addressing an important range of scientific
questions and especially for studying nuclei far from
stability at existing rare isotope accelerator facilities.
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The gains in performance are most significant for fast
beam experiments such as fragmentation reactions, and
quasi-elastic processes such as Coulomb excitation and
transfer reactions. Progress on all the essential compo-
nents of GRETINA, which will comprise of 28 36-fold
segmented Ge crystals in 7 cryostats, is proceeding
extremely well and is on track for a start of operation
date in 2010.

The aim of this document is to keep the momentum
going with regard to y-ray tracking in this country and
to argue that we should complete our original intention
from 1996, namely to build the complete 4mr array
GRETA, in order to fully optimize the physics poten-
tial of this new technology. This is supported by the
recommendation contained in the 2002 Long Range
Plan and the major report from NSAC in 2003 entitled
“The Nuclear Physics Science Horizon: Projects for the
Next Twenty Years” in which GRETA obtained the
highest rank of “1” in both science and readiness cate-
gories. In addition there is a major effort in Europe to
build a 4r highly-segmented germanium shell, called
AGATA, similar in concept to GRETA. The US nu-
clear structure community, which conceived of this
next revolutionary step in y-ray detection capability, is
therefore poised and eager to complete a next genera-
tion 4w y-ray spectrometer with unsurpassed sensitivity
and discovery potential, GRETA.

The present document is arranged as follows. In the
next section some key physics goals are presented
where the capabilities of GRETA over existing detec-
tor systems are emphasized in each case. The technical
accomplishments towards a 4z y-ray tracking array are
then documented. New auxiliary triggering detectors

which will play an essential role in the success of
GRETINA and GRETA are discussed followed by
some applications of “y-ray tracking” technology. Next
the cost estimates and timeline of GRETA are pre-
sented along with a brief summary of progress and
milestones so far. In the appendix an outline of the
management structure of the GRETINA project is
given.
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3. Physics Opportunities with Gamma-
Ray Tracking

In the 2002 NSAC Long Range Plan for Nuclear Sci-
ence a number of key physics themes and questions
were selected for special discussion and which outlined
future priorities of investigation for our field. They
include,

o  What are the limits of nuclear existence?

e How do weak binding and extreme proton-to-
neutron asymmetries affect nuclear proper-
ties?

o How do the properties of nuclei evolve with
changes in proton and neutron number, excita-
tion energy, and angular momentum?

It is now accepted that a y-ray energy tracking detector
will be needed to address these questions. This is of
course one of the reasons that GRETINA has been ap-
proved for construction. However to fully capitalize on
the science opportunities at existing, and future facili-
ties, a full 4w array is essential.

Of course the gains made possible with GRETA will
be specific to the type of physics experiment being per-
formed. For example, the previous figure refers to a
high multiplicity experiment. In the following Table
and Figure the improvement in resolving power or sen-
sitivity of GRETA is calculated and compared to
GRETINA, Gammasphere or SeGA for a variety of
different experiments and reaction types.

The physics impact of GRETA will cover a broad
range of topics and its use will be in high demand. For
example, at the 2004 RIA Facility Workshop, GRETA
was a critical device in a very large fraction of the pro-
posed experiments. In fact much time was spent dis-
cussing how it would be moved from beam line to
beam line. The experimental examples below offer
only a brief sampling of the richness of questions that
GRETA will ultimately touch upon.

3.1. How do extreme proton-to-neutron
asymmetries affect nuclear properties,
such as shell structure and collectivity?

3.1.1. Doubly Magic Nuclei Far from Stability

Nuclear shell structure has been an underlying theme
of nuclear structure physics for over 50 years, and
earned the Nobel Prize for J. Hans D. Jensen and Maria
Goeppart-Mayer in 1963. The “magic” nuclei, with a
closed shell of protons or neutrons, serve as landmarks
in the chart of the nuclides, analogous to the inert noble
gases in the periodic table. Of special interest are
“doubly magic” nuclei such as **Ca and **Pb, which
together with their immediate neighbors have long
been the focus of extensive study. Light neutron-rich
nuclei, however, indicate that the shell structure of nu-
clei near stability cannot be reliably extrapolated to the
drip lines. It is thus especially exciting that beams of
new doubly magic nuclei are becoming available. Ini-
tial studies of the region around '**Sn are already pos-
sible, but can be greatly improved at the next-
generation facilities; the more exotic neutron-rich "*Ni
and proton-rich '*Sn regions will need to await a facil-
ity like RIA. By employing GRETA at such a facility,
it should be possible to make detailed studies of all
three of these new doubly-magic regions. Such studies
are great importance for both nuclear structure and as-
trophysics.

Measurements of Coulomb excitation of magic and
doubly magic rare isotopes provides crucial informa-
tion on the collectivity of low-lying excitations, on the
underlying nuclear shape (through the reorientation
effect), and on their magnetic moments (through tran-
sient field or recoil-in-vacuum techniques.) The su-
perb energy resolution afforded by GRETA will be
important for multi-step Coulomb excitation, but also
for cases where low-energy (“safe”) Coulomb excita-
tion is performed with cocktail beams and the excited
levels of the various beam components lie close in en-

ergy.

Single-particle transfer reactions such as (d, p) or (d,
*He) in inverse kinematics, reveal the energy and
strength of the single-particle and single-hole excita-
tions relative to the closed shells. Studies with these
reactions will not only identify new single-particle
states, but also provide measurements of the spectro-
scopic factors, related to the single-particle purity of
the observed levels. Inverse kinematics is required,
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Experimental Technique or <E> v/ic My
Reaction Type MeV
1. Stopped - Hi E, 5.0 0.0
2. Stopped - Low E, 1.5 0.0
3. Hi-spin - Normal Kinematics 1.0 0.04 20
4. Hi-spin - Inverse Kinematics 1.0 0.07 20
5. Coulex/Transfer 1.5 0.1 15
6. Fast Beam Fragmentation 1.5 0.5 6
7. Fast Beam Coulex - Hi Ey 5.0 0.5 2
8. Fast Beam Coulex - Low E, 1.5 0.5 2
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Top: Table showing the variety of different experimental techniques or reaction types along with characteristic y-
ray energies, recoil velocities and y-ray multiplicities. Bottom. Improvement in resolving power or sensitivity of
GRETA compared to Gammasphere or SeGA (whichever array was optimally suited) for a variety of different ex-
perimental cases given in the Table above. The red hatched bars correspond to the expected performance of
GRETINA. The calculations do not consider any contributions from auxiliary detectors.
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however, which together with the energy loss of the
heavy beam in the target limits the energy resolution
available from detection of the light reaction products
alone. Detecting the y transitions from excited states
not only allows the excitation energy to be determined
precisely, but also provides additional data from angu-
lar correlations. Since GRETA comprises a highly
efficient Ge shell, it can serve as a superb y-ray calo-
rimeter, determining the excitation energy of the ex-
cited beam with excellent specificity.
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Simulation of GRETA performance for single-particle
transfer reaction studies. The upper panel shows the
spectrum (blue) from the "**Te + °C reaction, obtained
with CLARION at the HRIBF. Unless otherwise indi-
cated, transitions are from excited states in "*Te. The
spectrum in red is the corresponding simulated spec-
trum for CLARION which overlaps the experimental
spectrum extremely well. The middle panel is a simula-
tion for CLARION for the '**Sn + 3C reaction, with a
beam that is fifty times weaker than in the top panel.
The bottom panel is the corresponding simulation for
GRETA.

The sensitivity gain from using GRETA for such trans-
fer studies is illustrated above by the case of an exotic
Te beam incident on a °C target. Single-particle
states populated in '**Te following neutron transfer
were clearly seen in an experiment at the HRIBF, using
the CLARION array of segmented clover detectors and
the HyBall CsI array. The top panel in the figure shows
the measured CLARION spectrum in blue, and a simu-
lated spectrum in red. The second panel shows the
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corresponding simulated spectrum for a similar ex-
periment using a '>*Sn beam, available at the HRIBF
but at a factor of fifty weaker in intensity. The third
panel shows the simulated spectrum from GRETA,
using the same weak '*2Sn beam. Clearly, GRETA will
greatly extend the reach of transfer studies and open
the way to a new generation of experiments exploring
the evolution of nuclear shell structure far from stabil-
ity. In addition to its high detection efficiency, the very
high angular resolution is critically important for these
experiments and for Coulomb excitation studies, both
of which exhibit recoil velocities around 0.1c.

3.1.2. The Alteration of Shell Structure Far from
Stability

The shell structure of atomic nuclei close to stability is
well established. Pronounced shell closures define the
effective degrees of freedom needed for a quantitative
understanding of the atomic nucleus. The nuclear po-
tential is well-parameterized and theoretical frame-
works explain many experimental facts. For atomic
nuclei away from stability decreasing nucleon binding
energy and the large neutron-to-proton asymmetry lead
to modifications in the nuclear potential and the spin-
isospin component of the nucleon-nucleon interaction
drives changes in the single-particle structure. This,
together with the increased role of many-body correla-
tions, leads to the disappearance of shell closures es-
tablished close to stability and to the emergence of new
magic numbers. For the lightest nuclei, such changes
have already been observed experimentally at current
facilities with present-day detectors. For example, es-
tablished shell closures at N=8, N=20, N=28 have been
observed to disappear for neutron-rich nuclei, while a
new magic number has emerged at N=16.

Experimentally, the first indications for shell closures
traditionally come from mass measurements. To estab-
lish that a magic number has vanished, it is necessary
to measure effective single-particle energies or to de-
termine experimentally that the ground state wave
function of a presumed magic nucleus has a significant
admixture from the shell expected to be above the shell
closure. The quantitative determination of such admix-
tures can be accomplished in single-nucleon removal
and single-nucleon addition reactions, both with fast
exotic beams and with reaccelerated exotic beams.
Such experiments depend crucially on the correct iden-
tification of the final states. In most applications these
final states are particle-bound and can be tagged by
coincidence measurements with y-rays. Compared to
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precisely measuring the momentum of the scattered
particle in a spectrograph, y-ray experiments have the
advantage of allowing for much thicker reaction tar-
gets, thus extending the scientific reach of any facility.
Gamma-rays traverse matter with known attenuation
and multiple scattering of the projectile in a thick target
does not affect their energy resolution. Complementary
information on the strength of the coupling between
ground-state and excited-state wave functions can be
achieved by measuring the transition matrix elements
between states. By comparing different probes (for ex-
ample hadronic, electromagnetic, and isoscalar probes)
one can begin to separate the proton- and neutron-
contributions to the observed collectivity.

The sensitivity of any such measurement and the scien-
tific reach of any facility depend directly on the resolv-
ing power of the y-ray spectrometer used. GRETA will
have superior resolving power for fast-beam experi-
ment compared to any other y-ray detector. This in-
creased resolving power translates directly into added
discovery potential.

For example, with GRETA it will be possible to char-
acterize the shell structure of Z=28 nickel isotopes **
Ni (N=24-48) at the NSCL Coupled Cyclotron Facil-
ity. GRETA will enable definitive measurements with
fast beams from **Ni-*Ni (N=20-52) at facilities under
discussion (200 MeV/nucleon heavy-ion driver, 400
kW beam power). The experimentally accessible nickel
isotopic chain **Ni-**'Ni covers three major shell clo-
sures (N=20, 28, 50) with the lightest and heaviest iso-
topes both very weakly bound, effectively amplifying
shell-modifying effects. **Ni is located beyond the pro-
ton dripline and ¥'Ni is expected to have a neutron-
separation energy of less than 4 MeV. This unique sci-
entific reach across three shell closures makes the
nickel isotopes a key laboratory for studying the modi-
fication of shell structure in atomic nuclei.

Zirconium (Z=40) isotopes will provide complemen-
tary information to nickel, covering isotopes from the
proton-dripline to close to the neutron-dripline.
GRETA will enable definitive measurements of the
wave functions with fast beams for "°Zr-'"""Zr (N=35-
75) at future facilities and °Zr-'®Zr (N = 39-68) at the
NSCL CCF.

The doubly-magic nucleus '*Sn (Z=50, N=50) as well
as *°Sn (V=49) will be accessible for in-beam y-ray
reaction studies with GRETA at future fast beam facili-
ties, together with tin isotopes ranging to '*’Sn (N=89),
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reaching into the astrophysically important r-process
path.
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Comparison of current data taken with the SeGA array
with simulations of SeGA and GRETA. Note the sig-
nificant increase in statistics and improved resolution
with GRETA.

3.1.3. Symmetries and Excitation Modes in Exotic
Nuclei

Critical Point Symmetries

A remarkable feature of heavy nuclei is the emergence
of novel collective properties that are not apparent in
few-body systems. Such regularities can often be de-
scribed in terms of many-body symmetries, which
simplify the interpretation by introducing simple de-
grees of freedom. One recent example of emergent col-
lectivity focuses on rapid changes in structure that oc-
cur in mass regions where nuclear shapes suddenly
switch with the addition of only one or two nucleons.
The classical theory of phase transitions has been ap-
plied to describe these changes of nuclear shapes and
has offered new insights into the transitional behavior
of finite many-body systems in general.

A specific example is the case of the rapid change from
spherical to ellipsoidal deformation. This can be under-
stood in terms of a transition between coexisting
spherical and deformed phases. When these phases
have equal energies, a phase transition occurs. Nuclei
which lie at this “critical point” (such as '*2Sm) have
been successfully described in terms of new analytic
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critical-point models, which predict a number of char-
acteristic  spectroscopic signatures. Understanding
these phase transitions of nuclear shapes requires
studying the evolution of structure across many nuclei.
This is illustrated in the figure which shows the locus
of expected shape transition regions over a large swath
of the nuclear chart. Most of the regions of interest lie
off the valley of stability (e.g. neutron-rich Mo-Zr or
rare-earth nuclei). These can be reached by using deep-
inelastic reactions with either intense stable beams or
reaccelerated neutron-rich beams from radioactive
beam facilities. Properties of ground-state sequences
need to be measured and GRETA will be essential for
these studies.

82

50

50

126

The expected locus (in blue) of nuclei showing the
critical-point behavior of the rapid phase change from
spherical to ellipsoidal deformation (taken from the
RIA brochure “The Science of the Rare Isotope Accel-
erator (RIA) — A Brochure from the RIA Users Com-
munity”, February 2006).

The sensitivity gain from using GRETA for such deep-
inelastic studies is illustrated by the case of a **U
beam incident on a '"Er target. The ground-state rota-
tional structure, of the target-like fragment after a In-
transfer channel, was clearly seen in an experiment
using the Gammasphere+CHICO combination. The top
panel in the figure shows the measured Gammasphere
spectrum, while the second panel shows the corre-
sponding simulated spectrum. The third panel shows
the spectrum from GRETA, in combination with Su-
per-CHICO, assuming the sequence is in a 6n-transfer
channel (with a cross-section approximately 300 times
less than the In-transfer). Clearly, GRETA will extend
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the reach of deep-inelastic studies and open the way to
a new generation of experiments exploring the evolu-
tion of nuclear structure and emergent collective prop-
erties far-from-stability.

Examples of experiments on symmetry properties of
mass A~100 nuclei made possible by GRETA include,
(a) Using multi-nucleon transfer reactions with stable
beam and target combinations, such as *Zr or '"Mo
and 28U or 2®Pb to study '*Zr, '®Mo; (b) Coulomb
excitation of re-accelerated neutron-rich beams (to a
limit of 10* beam pps) to measure transition rates in,
for example, '®Zr and '*Mo.
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The gain in experimental sensitivity using GRETA (to-
gether with a state-of-the-art heavy ion detector) for
multi-nucleon transfer or Coulomb excitation reac-
tions, compared with the present state of the art y-ray
detector Gammasphere. The upper panel shows data
taken using Gammasphere and CHICO to study the In
transfer channel from reactions of a “*U beam on
gy target. The middle panel shows the correspond-
ing simulated spectrum. The lower panel shows a simu-
lation for a 6n transfer reaction (assumed to have a
cross section 300 smaller than the In transfer channel)
that would be possible using GRETA and Su-
perCHICO.
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Dipole Resonances

Collective dipole excitations are a general phenomenon
of finite fermion systems. In atomic nuclei they can,
for instance, arise from out-of-phase oscillation of the
proton and neutron “fluids” giving the well known Gi-
ant Dipole Resonance (GDR) at excitation energies of
~15-20 MeV. In metallic clusters, El modes have
been observed corresponding to positive ions oscillat-
ing against the electron cloud, and more recently there
have been predictions for dipole modes in quantum
dots due to the motion of the confined electrons and
holes.

While the GDR is the dominant E1 mode in nuclei
there is evidence for an excess of El strength at sig-
nificantly lower energies in the vicinity of the 1-
neutron emission threshold. This strength is usually
referred to as the Pygmy Dipole Resonance (PDR). In
analogy to the GDR, the PDR has been interpreted as a
collective oscillation of a core of equal numbers of
neutrons and protons against a neutron excess. The
occurrence of non-statistical low-lying E1 strength can
influence (y,n) reaction rates, for example, in hot stellar
scenarios for nucleosynthesis.

So far, the majority of information on the PDR has
come from Nuclear Resonance Fluorescence experi-
ments on stable nuclei and Coulomb dissociation ex-
periments on neutron-rich unstable nuclei. GRETA
will provide a powerful new tool to study and charac-
terize “resonant” states near to particle threshold using
high-resolution y-ray spectroscopy, and specifically y-
ray coincidences. In these experiments the PDR will be
excited by heavy-ion Coulomb/inelastic scattering at
~20 MeV/A. With this method either stable or unstable
nuclei (i.e. neutron-rich radioactive beams) can be
studied. GRETA’s increased efficiency for high energy
v rays will give a factor of ~30 improvement for the
detection of high-Ey (6 MeV) — low-Ey (1 MeV) coin-
cidences, and the 4n coverage and high granularity will
be needed to cleanly isolate the low y-ray multiplicity
events that will characterize the decays of these states.

3.1.4. The Nucleus as an Open Quantum System

A nucleus is not an isolated system; it interacts with its
environment and communicates with other nuclei
through decays and captures. If the continuum space is
not considered, this communication is not allowed: the
system is closed; such an approximation is often made
in nuclear structure calculations. In exotic, weakly-
bound nuclei, particle and cluster thresholds appear
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particularly low; hence, their properties are strongly
affected by open, or scattering, channels. The prox-
imity of the scattering continuum in weakly bound and
unbound nuclei, implies that these nuclei cannot be
properly described without taking into account the
coupling between discrete states and the continuum of
positive energy states, thus one must treat bound, reso-
nant and continuum states on an equal footing. In addi-
tion to the cases at the neutron and proton driplines,
threshold phenomena are expected at higher excitation
energy where new decay channels open up. Here, a
good example is particle decay competing with y de-
cays in rotational bands. How GRETA can help us
make significant progress in this exciting areas of cur-
rent research is discussed below.

Decay studies of neutron-rich nuclei

Decay spectroscopy is the best method to discover and
study the low energy levels in new neutron-rich nuclei.
Such measurements charting the evolution of single-
particle states and the deformation of very neutron-rich
isotopes are likely to be first to observe the predicted
changes in the shell structure. However, to achieve this
goal, advances in the production of exotic isotopes as
well as y-ray detection are necessary.

Decay spectroscopy experiments rely on the efficient
detection of y rays and GRETA will offer an order of
magnitude in efficiency compared to systems presently
in use. In addition, the high granularity of each detector
element in GRETA combined with digital signal proc-
essing will allow new opportunities in the selection of
rare signals associated with B- decays. In particular,
shallow-penetrating [ particles compared to deep-
penetrating y rays can easily be identified and sepa-
rated. The identification of B-delayed y radiation at
rates below one ion per hour may become feasible. At
present such limits are at about 100 ions/hour.

With production rates expected for a future major US
radioactive beam facility it should become possible to
study the decay properties of all r-process nuclei be-
tween N=50 and N=82, as well as significantly advance
studies between the N=82 and N=126 shell closures.

Proton emitter studies

With the departure from the line of B stability the bind-
ing energy of constituent nucleons (protons on the pro-
ton-rich side and neutrons on the neutron-rich side)
decreases until the nucleons become unbound at the
driplines. Small binding energy can lead to halos, a
larger diffuseness of the nuclear potential, and a mix-
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ing of bound states with the continuum. In addition,
unbound nucleons can be spontaneously emitted from a
nucleus. At the neutron dripline profound changes in
nuclear structure are expected. On the proton-rich side
protons are confined temporally by the Coulomb bar-
rier and new phenomena are expected to set in gradu-
ally. However, the proton dripline can be accessed ex-
perimentally now while the neutron dripline studies are
limited to only a handful of light nuclei. New detection
techniques, such as y-ray tracking, will allow precise
mapping out of the transition between well confined
and open nuclei across the proton drip line.

The limit of nuclear existence on the proton rich side
of the line of P stability is delineated by nuclei sponta-
neously emitting protons. Proton emitters are a unique
laboratory for studying quantum tunneling through a 3-
dimensional Coulomb barrier. They are also a source
of information on nuclear structure far from the line of
stability as proton decay rates depend on the single
particle content of proton decaying states, which de-
pends on the shape of the nuclear potential, and on the
strength of the pairing interaction. Proton decay studies
can be also combined with in-beam y-ray spectroscopic
methods offering a glimpse at these loosely bound nu-
clei at high excitation energy and angular momentum.

Gammasphere coupled to the Argonne Fragment Mass
Analyzer has successfully studied excited states in sev-
eral deformed proton emitters along the island of de-
formation between Z=50 and N=82. (Similar studies
have been performed at ORNL using the Recoil Mass
Spectrometer and CLARION y-ray array.) Figures a)
and b) below contain y-ray spectra obtained for the de-
formed proton emitters “*Tm and *'Eu, respectively.

Both proton emitters were produced with cross sections
of about 300 nb and are representative of the current
experimental limit. In panel a) of the following figure a
regular sequence of y rays can be easily seen and was
interpreted as a mth;,, decoupled ground state rotational
band. The spectrum in panel b) of the following figure
is much more complex as several rotational bands are
present close to the yrast line. In order to discern the
PEu decay level scheme y—y coincidences have to be
measured. The y—y data obtained with Gammasphere
are inconclusive. Thus to make progress in these stud-
ies better y-ray detection capabilities are needed.

Using the fact that the efficiency of GRETA is 40% (4
times that of Gammasphere) and that GRETA crystals
(which cover twice the solid angle compared to Gam-
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masphere crystals) can count up to 50 kHz (5 times
that of Gammasphere), resulting in an increase of the
maximum beam current by 2.5, then a factor of 40 =
4x2.5 increase will be obtained in the number of de-
tected y—y coincidences. This will certainly make the
determination of the "*'Eu structure possible. Similar
arguments apply to other well deformed proton emit-
ters such as, '''La. In addition, in-beam studies could
now be extended to deformed odd-odd proton emitters
such as, 'Eu and '“Tm, which are produced with
cross sections of about 30 nb.

: a) 5Tm

Counts/2 keV

500
Gamma Energy [keV]

100 300 700 900

Current state-of-the-art prompt y-ray spectra corre-
lated with the deformed proton emitters a) " Tm and
b) "'Eu. These data were collected using Gammas-
phere. GRETA will allow an improvement factor in
statistics of ~40 pushing dripline spectroscopy to new
levels of sensitivity.

Discrete charged-particle decay in A ~ 60 nuclei

A challenging, “new” decay mode has been uncovered
in the A~60 mass region. Single and often multiple
discrete-energy proton- and alpha-particle decays have
been observed from the highly deformed to otherwise
shell-model spherical structures. The cross sections for
these decays are very small and their observation was
only possible by combining the power of Gammas-
phere with auxiliary charged-particle arrays, first the
Microball and then a Si wall coupled to the Microball.
To further explore these exotic decays and to uncover
the underlying physics behind these decays the power
of GRETA coupled with new highly segmented
charged-particle arrays will be needed. New areas of
such decay will also be found in the proton rich nuclei
up to around 'Sn. A first example may be the recently
reported **Ag proton-decay.
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3.2. What are the properties of nuclei at
the limits of mass and charge?

Heavy Element Research

The quest for superheavy nuclei and an understanding
of their formation and stability has always been a de-
fining challenge for nuclear structure physics. Their
very existence depends on stabilization by quantal shell
effects, at charge Q>100e the Coulomb energy is suffi-
cient to destroy the stability of any conventional drop
of nuclear matter. Studying the coalescence of nuclei
which can form these systems, the fission barriers
which inhibit their instant decay, and the modes of ex-
citation they can sustain, all provide details of the deli-
cate balance of forces which are in play. Thus, these
studies deepen and generalize our understanding of all
nuclei.

For many years the most fruitful avenue of research in
this field has been synthesis of superheavy nuclei
through heavy ion fusion. Their existence and relative
stability can be determined by observation of the
groundstate decay modes. This research has taken us
from Z=98 to Z=113, by cold fusion of ***Pb and *Bi
and heavy ions, and recent research suggests progress
to Z=118 using hotter fusion of a *®Ca with actinide
targets. This approach has been critical in defining the
topology of the mass surface in very heavy systems.
However, as production cross-sections are extremely
low, at the parts-per-trillion level, addressing the issues
underlying the causes of stability are difficult.

In this century, a new paradigm for understanding su-
perheavy nuclei, through the detailed spectroscopy of
slightly lighter elements has already made important
contributions to our understanding of all heavy sys-
tems. A new field of y-ray spectroscopy has started on
nuclei with Z > 100. Already, the shapes of these very
heavy systems have been conclusively determined, and
the spin-dependence of the fission barriers studied. The
location of critical states at the Fermi surface have
been determined, both in studying spectroscopy of
odd-4 nuclei and by locating K-isomeric states. The
latter results have directly challenged the issue of lo-
cating gaps in the single-particle sequence in the
heaviest nuclei. These experiments have only become
possible with recoil separators, to identify successful
synthesis, and the y detector arrays of the Gammas-
phere generation. Even in the best cases, fusion is at
the parts-per-million level, and spectroscopy is at the
very limit of what is feasible. We continue to refine our
experiments and are approaching experiments at the
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tens of parts-per-billion level. To make further real
progress, to the parts-per billion level, a new genera-
tion of detectors is critical.

The GRETINA array will allow substantial progress to
be made in this field when operated with recoil separa-
tors like the Fragment Mass Analyzer (FMA) at ANL
or the Berkeley Gas-filled Separator (BGS) at LBNL.
High intensity heavy ion beams, of hundreds of particle
nanoamps, are needed to produce the nuclei of interest.
The beams are sufficiently intense that large target
wheels are needed to prevent melting. Prompt y spec-
troscopy, the study of y rays emitted during coales-
cence and cooling at the synthesis position, is limited
by countrate as the dominant fission reaction process
produces 7y rays copiously. The new generation of de-
tectors with digital pulse processing, can be tuned for
high countrates, and can sustain rates 5-10 times higher
than traditional systems. Further, the compact nature of
the array will allow the residues to be more efficiently
collected, and the beam-dump better shielded. In all, a
factor of 100 improvement should be feasible, leading
to experiments in the parts-per-billion regime. This
should allow detailed spectroscopy above Z=104 to be
started for the first time.

GRETA will allow even more sensitive studies. At the
target position, another significant gain can be made in
“high-fold” detection of more than one y-ray, possibly
increasing sensitivity by another order of magnitude.
Perhaps more significant are the prospects of perform-
ing high resolution calorimetry; determining the spin
dependence of the fission barrier by measuring the en-
try distribution of y rays in nuclei which survive coa-
lescence and determining if and how it falls at very
high atomic numbers. These measurements provide
unique insights into the coalescence mechanism, par-
ticularly determining which partial waves lead to fu-
sion. Until very recently, the conventional assumption
was that only very low partial waves can contribute.
However, it is now clear that this is not so. Perhaps the
biggest gain can be achieved in delayed isomer spec-
troscopy. Locating GRETA at the focal plane of a gas-
filled spectrometer (which allows the most efficient
collection of heavy residues) could provide an experi-
mental environment in which isomers formed with
cross-sections well below the part-per-billion level
could be measured, in nuclei with Z > 106. In this case,
the tracking capability will be essential in suppressing
v backgrounds, as at very low production levels, it be-
comes essential to understand the genesis of each pho-
ton detected.
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3.3. What are the properties of nuclei at
the limits of angular momentum?

Nuclear Hyperdeformation

The shape of the atomic nucleus is governed by a deli-
cate interplay between macroscopic liquid-drop proper-
ties and microscopic quantal effects. As discussed
above, the heaviest elements survive only because of
shell stabilization. Their ability to sustain rotational
states above 20h indicates that the fission barrier may
be more robust than previously thought. A similar
situation occurs for hyperdeformed (HD) nuclei, which
are associated with a third minimum in the potential
energy surface of rapidly rotating nuclei. The extreme
deformation (approaching a 3:1 major-to-minor axis
ratio) is predicted to occur at the very limits of sustain-
able angular momentum before the nucleus undergoes
fission. The observation, and detailed spectroscopy, of
HD structures will allow us to study the interplay be-
tween macroscopic shape effects (the role of the sur-
face is of particular importance), shell stabilization,
and angular momentum. There have been suggestions
of the first glimpses of HD in the rare-earth and acti-
nide regions but definitive identification of discrete-
line HD sequences will be a major achievement for
nuclear physics.

Understanding the conditions of formation, survival,
and decay of these exotic nuclei will be extremely
challenging. There is likely to be only a small entry
window in the excitation energy-spin plane, close to
the fission limit, through which to populate these
states. Entrance channel effects (for instance, static and
dynamical shape distortions) might determine the deli-
cate balance required for their formation. The survival
of HD structures is dependent on the fission barrier and
shape relaxation effects. We will learn a great deal on
these topics by studying HD nuclei which lie at the
extremes of nuclear deformation and angular momen-
tum. In order to address all these issues GRETA will
be an absolute necessity.

The sensitivity gain from using GRETA for this type of
high-angular-momentum experiment is illustrated by
the case of '®Cd. A weak rotational structure, with an
intensity of ~107 of the total fusion cross-section has
been seen at high angular momentum in an experiment
with Gammasphere. This structure corresponds to a
very deformed prolate shape, possibly exceeding a 2:1
major-to-minor axis ratio. The top panel shows the
measured Gammasphere spectrum (black) together
with the corresponding simulated spectrum (red). This

is the observational limit for current detector arrays - a
band with intensity of 10 would not be seen today
(middle panel). The bottom panel shows a simulation
from GRETA where we have assumed the band is 10
times weaker still (i.e. an intensity of 107). This ~100
fold increase in resolving power will open the way to a
new generation of experiments at high angular momen-
tum and the detailed investigation of topics such as
hyperdeformation using intense stable beams available
today and re-accelerated neutron-rich beams from fu-
ture radioactive beam facilities.
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Simulation of GRETA performance for high multiplic-
ity y-ray data. The upper panel shows the spectrum
(black) of the very deformed rotational band in '*Cd
obtained with Gammasphere using 4-fold data. This
band carried ~0.1% of the reaction cross-section. The
spectrum in red is the corresponding simulated spec-
trum for Gammasphere. The middle panel is a simula-
tion for Gammasphere assuming the band carries
0.01% of the intensity. This intensity is at (beyond) the
sensitivity limit for Gammasphere. The bottom panel is
a simulation for GRETA assuming the band has an
intensity of 0.001% (100 times weaker than the struc-
ture presently observed).

A specific example of a hyperdeformation experiment
would be the reaction of a **Ca beam on a ®Ni target to
produce '®Cd, where recent calculations predict hy-
perdeformed structures at a spin of ~70h. This is be-
yond the reach of today’s experimental sensitivity, but
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within the reach of GRETA. In addition, reaccelerated
radioactive beams of, e.g. 9Kr, will give access to neu-
tron-rich Cd isotopes up to ''*Cd, where hyper-
deformed structures are predicted to be favored at even
lower spins and where GRETA’s 100 fold increase in
sensitivity will be needed to compensate the lower
beam intensity.

3.4. Nuclear astrophysics , fundamental
interactions and rare processes

3.4.1. Nuclear Astrophysics

Nuclear astrophysics is concerned with the impact of
the microscopic aspects of nuclear structure and reac-
tions on the macroscopic phenomena we observe in our
universe. There are a number of measurements in the
area of nuclear astrophysics that will benefit greatly
from a highly efficient y-ray tracking detector array
such as GRETA. For example:

Low-Energy Capture Reactions

Nuclear reactions play the crucial role in the energy
production and element synthesis in most astrophysical
sites, and models of these environments require the rate
and energy release of the relevant nuclear reactions as
critical input. Thermonuclear capture reactions are the
most important, since they provide the pathway to
forming heavy nuclides out of lighter nuclides. Fur-
thermore, because hydrogen and helium comprise 99%
of the baryonic matter in the Universe, and because
they have the lowest Coulomb barriers, almost all
heavy element charged particle nuclear reactions in the
cosmos involve interactions with isotopes of H and He,
burning them as fuel to form even heavier nuclides.
The determination of the rates of such reactions, by
both direct and indirect techniques, is the focus of
much international effort.

Direct measurements of reactions such as 12C(oz,y)mO
or "*N(p,y)"°0 at very low energies are of great interest,
but are also very time consuming because of their ex-
tremely low cross sections. To provide the required
high beam intensities, these measurements are usually
performed by bombarding solid targets with intense
(several pA) beams of light ions, which would pre-
clude the use of recoil separators. Therefore, capture y
rays are often detected in singles. These signals can be
easily masked by backgrounds from cosmic rays and
natural radioactivity in a typical experimental hall. Sur-
rounding such a target with a tracking detector like
GRETA could reject the majority of the background y
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rays, while giving a very high efficiency for detecting
the capture y rays of interest. There are many (~30)
important measurements of this type that would benefit
from this approach. It should be noted that these ex-
periments will require beam times of a month or more.

Many studies of stellar explosions involve inverse cap-
ture reactions of radioactive ion beams on gas targets.
By the time of GRETA, it is highly likely that gas jet
targets in which the high density gas is localized to ~ 2
mm coming out of a nozzle will have been developed
for this class of experiment. The use of y-ray tracking
detectors like those in GRETA closely-packed around
the target will help reduce the very high backgrounds
from 511 keV annihilation radiation along with cos-
mic-ray induced events. GRETA will provide high ef-
ficiency for ~MeV y rays, and high energy resolution
to reconstruct the cascade y-ray decays in cases where
there is a reasonably high level density. Of the order of
~20 important measurements would benefit and be
made possible using GRETA.

Nuclear Structure Studies

This category of measurements is very broad, and in-
cludes studies used for indirect determinations of im-
portant reaction rates. Specifically, nuclear levels that
may dominate an astrophysical reaction rate are popu-
lated by a reaction different from that occutring in the
cosmos, and the decay properties of those levels
(branching ratios, lifetimes, spins and parities, level
densities) are measured. These studies are particularly
important near the proton- and neutron-dripline, where
structure information is both greatly lacking and is
very important for studies of stellar explosions. The
high efficiency of GRETA will allow studies to go
several mass units closer to the drip line than possible
with current arrays. There are hundreds of studies that
can benefit, utilizing both stable and radioactive
beams.

3.4.2 Fundamental Interactions and Rare Processes

A vy-ray tracking array like GRETA with high effi-
ciency, high segmentation and thus high spatial resolu-
tion, and excellent background rejection could be used
to perform important experiments in weak interaction
physics. One possible experiment would be a greatly
improved measurement of the superallowed branching
ratio of the B-decay of '°C. The strength of superal-
lowed B decays can be simply related to the V4 ele-
ment of the CKM matrix. The decay of '°C is the least
susceptible of the superallowed decays to theoretical
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uncertainties. The superallowed branching ratio of '°C
can be measured by observing a y-ray cascade, and the
largest systematic error in such a measurement is
caused by accidental pileup of 511 keV photons. Very
high spatial resolution in GRETA would essentially
remove this error from current measurements, allowing
an improvement in the precision of the branching ratio
of a factor of 10 or more.

GRETA with its extremely good spatial resolution and
high detection efficiency would also be useful in fur-
ther studies of positronium annihilation. An experiment
with only one week of data acquisition could improve
existing measurements of positronium annihilation to
four and five photons, which test QED predictions at
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high orders of a. This experiment would also signifi-
cantly improve limits on Charge Conjugation Symme-
try violating currents. The decay of polarized posi-
tronium in a highly segmented detector could provide
an extremely sensitive test of CPT. Measurements of -
vy correlations could be improved in an array with good
spatial resolution. Several cases would be interesting as
tests of recoil-order weak interaction form factors in-
cluding 2Na, "0, and *Na-F, 2Na-#Al, and %Al-
2p_ A particularly interesting, although challenging,
experiment would be investigating the B-y correlation
of polarized "Ne in order to study the parity mixing of
the 1/2* ,1/27 levels in "°F. This could help resolve the
current uncertainty in nuclear parity-violating meson
couplings.
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4. Technical Accomplishments towards a
4n Gamma-Ray Tracking Array

The concept of a y-ray tracking detector array was pro-
posed in 1994, and after about ten years of R&D, the
technology was in place to construct such a detector.
The Department of Energy made the Critical Decision-
0 (CDO) for GRETINA in August 2003 to construct a
tracking detector covering one-fourth of the total solid
angle. Since then the project has proceeded according
to schedule and is planned to be completed in 2010. In
the following, we will give a short summary of techni-
cal accomplishments.

Detector

The critical detector technology is the manufacture of
two-dimensionally segmented coaxial germanium de-
tectors which provide signals with sensitivity for locat-
ing interaction points in three dimensions. In addition,
the crystals should have large volume and be shaped
into tapered irregular hexagon shapes for close packing
into a spherical shell with high solid angle coverage.
We have been working closely with a detector manu-
facturer to develop such detector. The final prototype
has three tapered crystals in a cryostat, each segmented
into 36 segments. Extensive tests have demonstrated
that this detector will meet the requirements of y-ray
tracking. The geometric design of GRETINA uses 120
crystals packed in 30 cryostats. The first production 4-
crystal detector module was ordered and was delivered
at the end of 2006.

Electronics

Determining the interaction position in three dimen-
sions requires a detailed analysis of the pulse shapes.
The pulse shape needs to be recorded at sampling rate
about 10 MHz and a resolution of at least 12 bits. We
have produced a prototype signal digitizer using com-
mercially available parts. To reduce the amount of data
to be stored, online processing in the electronic module
generates energy, time, and trigger information, as well
as capture of the relevant portion of the pulse shape for
signal decomposition by a computer farm in real time.
A trigger and timing system will carry out complex
trigger decisions and distribution clock and trigger in-
formation to GRETINA and auxiliary detectors. The
design of the production version of both the digitizer
and trigger modules is completed and the modules will
be fabricated and be available for testing in early 2007.
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Signal decomposition

In order to perform y-ray tracking, the positions and
energies of the y-ray interactions in the Ge (usually
several Compton scattering events, followed by photo-
electric absorption) must be accurately determined
from the signal waveforms. The procedure must handle
cases where two or more interactions occur within one
of the detector segments. An algorithm to perform this
"signal decomposition" has been developed, by com-
bining several methods such as Singular Value De-
composition, adaptive grid search, and constrained
least-squares. It utilizes calculated signal waveforms,
and incorporates such effects as the preamplifier re-
sponse and two different types of cross talk. We have
shown experimentally that this algorithm can achieve
an average position resolution of at least 2 mm.

It is important that the signal decomposition be per-
formed in real time, so that large quantities of wave-
form data need not be stored. However, this require-
ment means that the signal decomposition forms the
data acquisition bottleneck; computational speed is
therefore very important. On the current generation of
2 GHz processors, the algorithm requires less than 10
ms of CPU time per hit segment. With advances in
processing power from multi-core CPUs, this perform-
ance will be sufficient to meet our requirements,

Tracking

The tracking process uses the energies and positions of
the interaction points produced by the signal decompo-
sition to determine the scattering sequence for a par-
ticular y-ray. Algorithms have been developed to track
events based on Compton scattering, pair-production
and photo electric interactions. Tracking efficiency
achieved ranged from ~100% to 50% with y-ray multi-
plicity changed from 1 to 25. The current tracking al-
gorithm needs ~10% of the planned computing power.

End-to-End tests

The three-crystal prototype detector has been subject to
several end-to-end tests with all of the 111 segments
instrumented with signal digitizers. Measurements
were carried out using y-ray sources, and with y rays
produced in-beam at both the 88-Inch Cyclotron at
LBL and the NSCL at MSU. At MSU, y-particle coin-
cidence data were taken with fragments detected in the
S800 spectrograph. The full data analysis process, in-
cluding event building, signal decomposition, and
tracking, was performed. Results indicated that a posi-
tion resolution of about 2 mm (RMS in all three di-
mensions) can be achieved with the prototype system.
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This figure illustrates the basic principles of y-ray
tracking. Instead of individually shielded Ge detectors
and collimators, as in Gammasphere, a tracking array
will consist of a closed shell of segmented Ge detectors.
Pulse-shape analysis of signals from segments contain-
ing the interaction(s), as well as analysis of transient
signals in adjacent segments, allows the determination
of the three-dimensional locations of the interactions,
and their energies. Tracking algorithms, which are
based on the underlying physical processes such as
Compton scattering or pair production, are able to
identify and separate y rays and to determine the scat-
tering sequence. Note, while the topmost drawings are

T
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to scale, to illustrate the dimensions of the arrays, the
expanded drawing showing 4 individual detectors are
not to scale. They are shown to illustrate the two dif-
: : ; y-ray
ferent concepts, and the gain obtained by removing
Compton suppressors and hevimet absorbers. Gamma
rays, which hit a Compton suppressor or an absorber,
are lost for spectroscopic purposes.
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5. Auxiliary detectors for GRETA

Auxiliary detectors continue to play a very important
role in y-ray spectroscopy with Gammasphere where
they augment tremendously the physics that can be
achieved. With GRETA, a number of auxiliary detec-
tors will play an even more important role. A major
advantage of GRETA, in addition to its higher effi-
ciency, is the energy resolution for in-beam studies, as
emphasized in Section 3. This results from the consid-
erably smaller opening angle (~2° in 6 and ¢ compared
to 7° for Gammasphere). But in order to make good use
of this angular resolution for Doppler corrections the
angle of the recoiling nucleus must now also be deter-
mined with comparable angular resolution.

Thus a new generation of auxiliary detectors is needed
with higher segmentation and higher counting rate ca-
pabilities than any of the existing devices which in-
clude, (i) Microball: a 95-element 47-CsI(TI) detec-
tion system for protons and alpha particles, (ii) HER-
CULES: a 64 element fast scintillator-system that can
count and separate fusion evaporation residues with
high efficiency in the presence a copious amounts of
fission and elastic scattering, (iii) CHICO: a 4r paral-
lel-plate avalanche counter that can identify deep ine-
lastic and Coulomb excitation in nearly symmetric re-
actions, (iv) Si-strip detectors: highly segmented high
resolution charged particle detection systems, and (v) a
“Neutron Shell” consisting of 30 liquid scintillators
for neutron counting.

Below we summarize some of the next generation aux-
iliary detectors along with examples of the physics op-
portunities where these devices are essential.

Nanoball

The Nanoball is a new highly segmented light charged
particle system with 47 solid angle coverage. This de-
tector will have the same segmentation as the current
Microball but it will use much faster scintillators. This
will allow the same exit channel selection and recoil
direction determination, higher counting rates and pre-
serve the ability to determine optimally the nuclear
spin direction event by event. This device will often be
coupled to a Si AEXE Wall and/or the Neutron Shell.
One of the important areas of study where the Nanoball
is essential is the structure of nuclei with N=Z, Z-I and
Z-2 for mass regions below 4~100, such as:

e Spectroscopy in N=Z nuclei
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e The “charge independence” of heavier isospin
multiplets

e The discrete-energy charged particle decay
from excited states

In these studies, the combination of the Nanoball, Si
Wall, the Neutron Shell and GRETINA/GRETA will
be unsurpassed in providing the necessary channel se-
lection, recoil correction capability and high energy
resolution for particie spectroscopy.

SuperHERCULES

SuperHERCULES is a highly segmented evaporation
residue detection system. It will use fast plastic detec-
tors coupled to phototubes with a segmented anode. It
will have a higher segmentation than the current HER-
CULES detector. SuperHERCULES provides a way to
study the structure of heavy nuclei that is complemen-
tary to the setups using a magnetic separator. It will
provide a unique tool for studying fusion reactions in-
duced by light projectiles where the recoil energies are
too low for magnetic separators. In addition, many
evaporation residues in the neighborhood of 2%No are
beyond the reach of a separator acceptance because
they require production by (HI, oxn) reactions.

The combined use of the Nanoball with the Neutron
Shell and in some instances with SuperHERCULES
will be crucial for both channel selection and high-
resolution spectroscopy of the structure at high spins
using fusion reactions near the barrier in the mass re-
gions 4~80, 60 and A~40. Here a few current topics of
interest are:

¢ Discrete line proton and alpha decay of highly
deformed structures around A~60, and searches
for such decays in the neighboring A~40 and
A~100 mass regions.

e Multi-particle multi-hole excitations and
“high-purity” terminating states in the 40 <4 <
48 region.

MicroWall (a phoswich detector system)

This detector is a fast plastic plus CsI(Tl) phoswich
arrangement to provide Z resolution and sustain higher
rates than the Microball. It will have a segmentation
comparable to that of SuperHERCULES.

With the advent of the CARIBU and the future “RIA”
facility it becomes necessary to explore all possible
avenues to study the properties of the neutron rich nu-
clei for which only beams can be produced. Such reac-
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tions have been used at HRIBF to study neutron-
transfer in reactions like 134Te(]3C, 12C)”STG:, see Sec-
tion 3.1.1. In these reactions the projectile-like frag-
ments are stopped in suitable absorbers while the tar-
get-like fragments (TLF) are emitted at larger angles
with increasing cross sections and decreasing energies.
This detector will detect the TLFs and provide the nec-
essary angular resolution, Z identification, and time of
flight information, as well as handling the high count-
ing rates required for these studies.

SuperCHICO

SuperCHICO is a 4n position-sensitive heavy-ion de-
tector with an angular resolution of 1° x 1° for 0 and ¢
respectively as compared to the 1° x 7° for the current
CHICO detector. Such a detector is required for the
kinematic reconstruction of transfer, Coulomb excita-
tion, and fission reactions and will lead to nearly an
order of magnitude improvement in y-ray energy reso-
lution. This will greatly expand the opportunities for
advancing nuclear structure studies to higher spin,
heavier mass and to odd-Z nuclei. The physics oppor-
tunities provided include exploring the evolution of
collective motion, single particle pairing correlations,
and unusual isomeric configurations with increase in
spin, isospin, or excitation energy.

In the figure below we show the contributions to the
energy resolution for a typical fusion reaction
*Ni(*Cr,02n)'Sn at 170 MeV and a 0.5 mg/cm’
thick target. They are: (a) intrinsic Ge resolution shown
as magenta, (b) GRETINA/GRETA opening angle
contribution in brown, (c) target thickness contribution
in blue, (d) recoil cone contribution without recoil de-
tection shown in dashed cyan, (e) recoil contribution
after recoil detection with a device having 2° opening
angle (SuperHERCULES), (f) Total resolution for a
2.0 MeV y-ray without recoil correction (dashed-red
curve) has a maximum FWHM of 17.0 keV, and (g)
Total resolution with recoil correction with FWHM of
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5.4 keV. For comparison with the same reaction,
Gammasphere with HERCULES (4° opening angle)
has uncorrected and corrected FWHM values of 20.3
and 11.3 keV, respectively.
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Contributions of energy resolution from various
sources for the reaction **Ni(**Cr,a2n)""Sn. If uncor-
rected, the angular distribution of the recoil direction
dominates the energy resolution. See text for details.

The above reaction is the best case scenario. For other
reactions (transfer, deep inelastic reactions, etc.) with
much larger recoil velocities the detection of the re-
coils is even more important.
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6. Applications of Gamma-Ray Tracking
Detectors

Gamma-ray tracking, for all practical purposes, is an
entirely new technique in y-ray detection, enabled for
the first time by the new detector technologies that are
now being developed. Tracking has important applica-
tions for science, technology, medicine, and societal
issues such as homeland security.

An important application to homeland security is the
detection of nuclear materials, with an emphasis on
imaging and sensitivity. Tracking provides the possi-
bility of achieving higher detector efficiency, higher
peak to total ratio (rejection of the Compton shelf), and
better background rejection than conventional detectors
in a variety of applications. Urgent homeland security
needs represent an immediate application of this new
technology. It should improve capabilities for a variety
of diverse threats from the use, deployment or transport
of nuclear materials. There is a critical need for more
sensitive detectors to detect and locate approximately
kg size strategic nuclear materials at a distance, moni-
tor boarder crossings, and for nuclear surveillance.

Tracking has applications in diverse areas of science
such as astrophysics (Compton telescopes, po-
larimetry), and diagnostic medical uses (PET, Comp-
ton imaging). All of these applications are currently
active areas of research in many institutions throughout
the country. A common thread between them is the
need for electrically segmented detectors, the need for
robust tracking algorithms, and the need for data acqui-
sition capabilities that are necessary to implement
them.
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7. Cost Estimates for GRETA

In this section, we give a high level summary of the
cost and schedule of GRETA. The estimated cost to
complete GRETA, beyond the cost of GRETINA, is
$42M including escalation and contingency. The
schedule is determined by the delivery of the germa-
nium detector modules. We used the same delivery
rate, 4 modules per year, as the GRETINA modules,
and if funded the project could be completed in 2016.

Schedule

The figure on the following page shows the schedule of
the high level WBS elements of GRETA. This sched-
ule prevents conflict with GRETINA. The plan is to
continue procuring detector modules after the final or-
der for GRETINA modules has been placed. The pro-
ject starts in FYO08 with the preparation for the long-
lead time procurement of the first four detector mod-
ules. The first order for detector modules is issued in
FY09. In order to manage a continuing resolution sce-
nario, all big orders are placed in early February. A
new batch of electronics and computing systems is
procured and assembled to instrument the detector
modules delivered for the long lead procurement. The
design of the 30 module detector support structure then
starts. In parallel, preparations to place the contract for
the remaining 19 detector modules will be underway.
Production starts in FY11.

In FY10, after all GRETINA detector modules are re-
ceived, we start receiving GRETA detector modules.
We use the same approach used for GRETINA: the
detectors are procured one year in advance, and they
start being delivered one year after the order. We as-
sume that the vendor will be able to deliver detectors at
the same rate they are planning to deliver now: four
modules per year. All detector modules are received
by FY15, and FY16 is used to assemble all the systems
and to perform the qualification tests. Project Man-
agement and Environment and Safety are on going ac-
tivities during the duration of the project.
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Cost

Based on the schedule discussed above, we developed
a funding profile in actual year dollars, as shown be-
low. The table on the following page shows the break-
down cost summary for the GRETA in actual year dol-
lars. All estimates have been inflated using escalation
rates of 4% per year for material and labor assuming a
funding profile that covers FY08 to FY16. This cost
takes into account that GRETINA will be completed
and its electronics, computing system and detector
modules will be available to complete this 4t GRETA
detector.

Costs by Year
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The funding profile for GRETA.

This cost estimate is based on the GRETINA cost es-
timate. It takes into account that most of the design is
done during the GRETINA project, and that GRETA
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will concentrate mainly in the procurement of more
detector modules, and hardware for the Electronics and
Computing System, as well as the testing and assembly
into a system. However, the Mechanical Systems will
require a new design of the support structure, to ac-
commodate the additional 23 detector modules (a total
of 30 modules).

The cost of the materials was projected to larger quan-
tities (which includes savings). We have contacted
Eurisys and we projected the price estimate of the de-
tector modules to be $1M per unit (in FY07 dollars).
The detector price is derived by considering the unit
price of €800k per module and an exchange rate
Euro/Dollar of 1.25. In the current estimate, we ap-
plied escalation to this price. Although it is likely that
we could obtain a fixed price contract in Euro, as we
were able to do for GRETINA detectors.

Contingency allocation reflects the risk reduction due
to knowledge and experience acquired with
GRETINA. We have set the detector module contin-
gency at 15%, which takes into account the risk of Dol-
lar/Euro fluctuations in the exchange rate.

This cost estimate also assumes approximately the
same level of redirected effort from Argonne National
Laboratory, Lawrence Berkeley National Laboratory,
the National Superconducting Cyclotron Laboratory at
Michigan State University, Oak Ridge National Labo-
ratory, and Washington University in St. Louis (for
example, in the test and characterization of the detector
modules, WBS 1.2.2 by MSU)
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WBS [Description Cost ($k) [Cont  [Cont ($k) [Total ($k)
1 GRETA $36,235 [17% 186,160  [$42,395
1.1 |Mechanical $1,125 5% [$280 $1,406
1.1.1 |Design $380

Support structure $325

[Target chamber $0

LN System $55
1.1.2 [Production $745

Support structure $515

[Target chamber $55

LN system $115

Assemble $60
1.2 |Detector Module $26,690 [15% [$4,005  [$30,694
1.2.1 |Detector Procurement $26,690
1.2.2 [Test/Characterize Module $0
1.3  [Electronics Systems $3,280 [25% [$820 $4,100
1.3.1 [Electronics for long-lead detectors $1,100

Review electronics $195

Digitizers (1200 channels) $480

Trigger and Timing $105

Power supplies, cables, crates, racks $320
1.3.2 |[Electronics for production detectors $2,180

Review electronics $270

Digitizers (2500 channels) $1,005

[Trigger and Timing $240

Power supplies, cables, crates, racks $665
1.4 [Computing Systems $1,450 0% [$435 $1,885
1.4.1 [CS for long-lead detectors $530

Review CS $155

IReadout CPUs, switch, storage, workstations [$160

1/3 Processor farm $215
1.4.2 |CS for production detectors $920

Review CS $160

Readout CPUs, switch, storage, workstations [$210

1/3 Processor farm $300

1/3 Processor farm $250
1.5 |System Assembly $500 25% [$125 $625

Long lead assembly $175

Preliminary assembly $190

Final assembly $135
1.6 [Project Management $2,955 [15% [$445 $3,400
1.7 [Environment and Safety $235 20% [$50 $285

Table: The Cost of GRETA
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8. The Path to GRETA: Progress and
Milestones So Far

1994 — First discussions at LBNL
1995 - Duke Town meeting

1996 - GRETA mentioned in Long Range Plan docu-
ment

1997 - First prototype segmented detector received and
tested

1998 - Workshop on GRETA physics (LBNL) - Work-
shop on experimental equipment for RIA (LBNL) -
GRETA Advisory Committee formed

1999 - Second prototype segmented detector received
and tested

2000 - Workshop on GRETA physics (MSU) - Pro-
posal for a GRETA module cluster submitted to DOE

2001 - National Steering Committee for Gamma-ray
tracking in Nuclear Structure Physics formed - Santa
Fe meeting (2002 LRP) presentation and discussion -
Workshop on Digital Electronics in Nuclear Physics
(ANL) - Workshop on Gamma-ray Tracking Detectors
for Nuclear Science (U. Mass. Lowell)

2002 - GRETA mentioned in Overview and Recom-
mendations section of the 2002 LRP —Gamma-ray
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Tracking Coordination Committee meeting (ANL) and
report - Module cluster funded and ordered.

2003 - NSAC sub-Committee on Future Facilities pres-
entation and report - Workshop on experimental
equipment for RIA (ORNL) - GRETINA proposal
written and submitted to DOE - CD-0 approval of
GRETINA. Official start of project. - I.Y. Lee named
as Contractor Project Manager and GRETINA Advi-
sory Committee formed - Review of GRETINA project
by LBNL -Review of GRETINA project by DOE

2004 - CD-1 approval for GRETINA - Facility Work-
shop for RIA at MSU - Workshop of GRETINA De-
tector Working Group at ORNL - Three Crystal Clus-
ter prototype arrives in Berkeley - Workshop of
GRETINA Software Working Group at LBNL - Work-
shop of GRETINA Electronic Working Group at ANL

2005 - CD-2A/3A approval for GRETINA -Workshop
of GRETINA Software Working Group at FSU - First
Quad-cluster module order sent out

2006 - Workshop of GRETINA Auxiliary Detector
Working Group at St. Louis - Workshop of GRETINA
Physics Working Group at FSU — Delivery of first
Quad-cluster module (Dec)

For further information on the progress of
GRETA/GRETINA over the past 4 years please see the
annual newsletters which can be found at the official
GRETA/GRETINA website http:/grfs1.1bl.gov/
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Appendix: The Management Structure
of GRETINA

1. Management Advisory Committee

James Symons (LBNL)
Glenn Young (ORNL)
Don Geesaman (ANL)
Konrad Gelbke (MSU)

2. Contractor Project Manager

I-Yang Lee (LBNL)

3. GRETINA Advisory Committee

Con Beausang (Univ. of Richmond)
Doug Cline (Univ. Of Rochester)
Thomas Glasmacher (MSU)

Kim Lister (ANL)

Augusto Macchiavelli (LBNL)

David Radford, Chair (ORNL)

Mark Riley (FSU)

Demetrios Sarantites (Washington Univ.)
Kai Vetter (LLNL)

4. Working Groups and Chairs

Physics: Mark Riley (FSU)

Auxiliary Detectors: Demetrios Sarantites
(Washington Univ.)

Electronics: David Radford (ORNL)
Software: Mario Cromaz (LBNL)

Detector Development: Augusto Macchiavelli
(LBNL)
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This document was composed and edited by the
GRETINA Physics Working Group, the GRETINA
Advisory Committee and the Contractor Project Man-
ager following a dedicated workshop entitled "The Fu-
ture of Gamma-Ray Spectroscopy" held in Tallahassee
FL, in August 2006. A list of participants along with
presentations and a summary of the workshop can be
found at http:/fsunuc.physics.fsu.edu/gretina
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We have designed and constructed an 8-channel digital signal processing board for the GRETINA
spectrometer. The digitizer samples each of 8 inputs at 100 MHz with 12-bit resolution. Employing a
large on-board FPGA, the board derives an energy, leading-edge time, and constant-fraction time from
the input signal providing the functionality of a conventional analog electronics system. Readout and
control of the digitizer is done over a VME bus. The digitizer's performance met all requirements for
processing signals from the GRETINA spectrometer.
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1. Introduction

The recent development of gamma-ray tracking detectors
[1-3] which employ HPGe detectors with segmented contacts
has required the development of new electronic systems. Tracking
detectors locate the position of charge deposition points in the Ge
volume, which are the scattering points of the incident gamma
ray, by examining the detailed pulse shape of the induced currents
in the detector.

Unlike conventional Ge detector electronics, where only energy
and timing information need to be extracted from the detector
signal, tracking detectors require the waveform of each detector
segment to be recorded during charge collection in the detector.
This requires a digital electronics system to sample the signals
from each segment with a high-speed, high-resolution analog to
digital converter (ADC). The sampling rate and resolution of these
ADCs must be sufficiently high to differentiate signals generated
from different points in the detector and maintain the intrinsic
high-energy resolution of Ge detectors required to perform
gamma-ray spectroscopy.

Design and construction of this digitizer was undertaken to
support research and development efforts for the GRETINA
spectrometer [4,5]. This array will consist of twenty-eight

* This work has been supported by the Director, Office of Science of the US
Department of Energy under Contract no. DE-AC02-65-CH11231.
* Corresponding author. Tel.: +1510486 4187; fax: +15104867983.
E-mail address: mcromaz@Ibl.gov (M. Cromaz).
! Current address: Lawrence Livermore National Laboratory, 7000 East Ave.,
Livermore, CA 94550, USA.

0168-9002/$ - see front matter Published by Elsevier B.V.
doi:10.1016/j.nima.2008.07.137

36-way segmented HPGe detectors and is designed to have a
gamma-ray position resolution of less than 2mm RMS. These
boards served as a prototype for the production GRETINA
digitizers and were tested extensively on a prototype segmented
detector. As such, these digitizers implement the signal processing
functionality needed for full signal analysis by the spectrometer.

2. Functional description

The digitizer board we have designed consists of the functional
blocks shown in Fig. 1. A summary of board features is given in
Table 1. The input signals are digitized independently by eight
12-bit, 100MHz ADCs (Analog Devices AD9432BST-105). Other
than a simple anti-aliasing filter no signal conditioning is applied
to the input signal.

All data processing for the digitizer are performed by a single
large field programmable gate array (FPGA) (Xilinx Virtex II
XC2V3000) which includes approximately 3 x 10° system gates.
Signal processing consists of four primary functions: the calcula-
tion of the signal energy, determination of the leading-edge and
constant-fraction times, and extraction of the part of the trace
relevant for signal decomposition. The pipeline architecture
shown in Fig. 2 carries out these calculations. The data stream
from each ADC is stored in a memory pipeline which is broken
into four blocks of programmable length given by two parameters
m and k. This pipeline is clocked at the ADC digitization frequency
of 100 MHz. The information required by the data processing
functions is accessed from the boundaries of the blocks (taps) as
explained in the next section.
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Fig. 1. Block diagram of the major elements of the GRETINA prototype digitizer
board.

Table 1
A summary of characteristics and features of the prototype GRETINA digital signal
processing module

Number of 8

channels

Sampling rate 100 MHz

ADC resolution 12 bits

Input range *1V

Pipeline length 1000 samples

Signal Energy, leading-edge and constant-fraction discriminator,
processing trace windowing
Trigger modes Self, external, validation
Form factor 6U VME 64x

Readout VME A32/D32

Data processed by the FPGA, which includes the extraction of
the relevant part of the trace as well as energy and timing
information, are sent to a FIFO for output which can be read out
over a VME interface. Control functions implemented in the FPGA
are also controlled through registers accessible through the VME
bus.

The digitizer operates synchronously with a common 100 MHz
clock. This clock can be internally generated on the board for
stand-alone operation or input externally to allow synchroniza-
tion with other boards.? The external clock is operated at 25 MHz
and is multiplied by 4 on the board.

2.1. Energy

A basic signal processing operation performed by the digitizer
is calculating the energy of the incoming signal. An example of an
energy spectrum from a ?Eu source generated by the digitizer
module from the central contact of a segmented HPGe detector is
shown in Fig. 3. Pole-zero correction was not implemented on this
prototype board and the counting rate was limited to 600 counts/s
to prevent tailing. To achieve optimal signal to noise ratio, signal
integration is necessary and this is done using a trapezoidal
filtering algorithm [6]. This method has the advantage that it can
be expressed as a recurrence relation with two adjustable

2 An ECL-driven sync input is provided that can reset the boards internal 48-
bit clock to 0 allowing a set of digitizers to be synchronized to within one clock tick
(10ns).

from adc
[ 1
leading edge delay k
discriminator
| 1
1
delay m
s I
S [ J-
2
= constant fraction delay k
_{_g discriminator ey
& | 1
g 1
delay m
to fifo

Fig. 2. Diagram showing the four segment pipeline used by each ADC channel and
its relation to the three signal processing algorithms: energy, leading-edge
discriminator time, and constant-fraction discriminator time.
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Fig. 3. Spectrum of a 2Eu calibration source from the central contact of the
GRETINA Q1 prototype detector generated by the digital signal processing module.

parameters, m and k, which can be easily implemented with a
memory pipeline

Yn =Yn-1 +Xn — Xnk — Xn—k-m + Xn_m. (1)
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This relation requires the pipeline be sampled at four taps as
shown in Fig. 2. Optimal shaping for a HPGe detector requires
signal integration, corresponding to the time 2k + m, of approxi-
mately 10 ps corresponding to a total pipeline length of 1000
samples.

Due to the repeated sampling of the incoming signal from the
above integration, the effective energy resolution is higher than
the nominal 12-bit resolution provided by the ADCs. Given a 1000
sample integration, the improvement in effective resolution is up
to 5 bits® in the case where series noise is dominant [7]. This gain
in effective resolution allows one to maintain energy resolution
while having a large dynamic range.

2.2. Timing

Accurate timing is required from a physics point of view to
perform gamma-ray coincidence measurements and reduce
random coincidence events. From a purely instrumentation point
of view, events must be timestamped as a single crystal,
consisting of 36 segments, that will be distributed over several
digitizer boards and must be reassembled before signal decom-
position can be performed. The board provides two algorithms to
obtain the time of the event: a leading-edge discriminator and
a more accurate constant-fraction discriminator. Both tasks are
performed digitally by the FPGA on the signal pipeline shown in
Fig. 2.

The leading-edge discrimination occurs promptly, between the
first two taps in the pipeline. This allows it to participate in the
boards trigger decision. The algorithm used by the leading-edge
discriminator consists of a differentiator given by

Yo =Xn — Xn_k

followed by four successive applications of a 3-point binomial
integration filter

Yo =Xn + 2Xn_1 +Xp_2

to smooth the resultant differentiated signal.

The clock tick at which the resultant signal passes a
programmable discriminator threshold is latched. Once the
timestamp is latched, a noise timer is started to prevent spurious
re-triggering of the discriminator. This noise timer is program-
mable and is generally set equal to the typical charge collection
time of the detector. The timestamp is 48-bits long so that all
timestamps within a 33-day period of the last board synchroniza-
tion are unique.

The second timing method used by the board is a digitally
implemented constant-fraction discriminator. Unlike the leading-
edge discriminator, to first order the constant-fraction discrimi-
nator is independent of the amplitude of the signal. As with an
analog constant-fraction discriminator, the digital implementa-
tion subtracts a fraction a of the delayed signal from the incident
signal and determines the time of the zero crossing:

Yo = Xn_x — QXn.

This floating point operation would be resource intensive and
slow on an FPGA and we write the above expression in terms of an
integer shift

Xn—k
Vo=
n ab

— Xn

where a, = log,(1/a) yielding fractions which are inverse powers
of 2 (0.5, 0.25, 0.125,.. ).

3 Following Poisson statistics, given a sampling error e, the energy integration
over 1000 channels results in the error being reduced by e/~/1000 ~ e/32 = e/25.

Also, in the interest of saving FPGA resources, instead of
calculating the zero crossing directly, the value of y, on each side
of the zero crossing is output so the exact time of the signal can be
inferred through linear interpolation.

2.3. Trigger

Due to the high computational cost of signal decomposition, it
is essential for gamma-ray tracking detectors to have efficient,
flexible triggering systems. Upon receipt of a valid trigger, the
leading-edge and constant-fraction times, the energy and the
relevant section of the waveform are latched into memory for
subsequent readout. This module supports three triggering
modes: internal or self-trigger, external trigger, and validation
trigger. Each of the 8 channels on the board are triggered
independently.

In self-trigger mode, the trigger fires when the input signal
passes the leading-edge trigger threshold. Both the level and
polarity of this threshold are programmable on a channel-by-
channel basis.

Validate trigger mode is similar to self-trigger mode in that the
leading-edge discriminator initiates the trigger. However, in
validate mode, an additional validate signal must be provided by
the user within a programmable time window to complete the
trigger.

External mode enables asynchronous triggers to be generated
regardless of the shape of the incoming waveform. The external
trigger is initiated by an ECL logic signal input into the front panel.
For these events, the leading-edge time, which normally serves as
the event timestamp, is given by the clock pulse on which the
external trigger signal was input.

Regardless of the trigger mode, the board generates an ECL
pulse for each channel when its leading-edge discriminator is
crossed. This pulse (available from the front panel) is very useful
when generating a trigger from several digitizer boards or when
using external detectors and electronics to create a compound
trigger. For example, a standard trigger used in our multiple-
crystal HPGe tests takes the leading-edge discriminator from the
central contacts of each crystal, generates a coincidence, and
passes it to the individual digitizer boards as an external trigger.

2.4. Trace window

The trace length required to compute the positions of the
interaction points is given by the charge collection time which is
approximately 400 ns or 40 samples. The extracted trace must be
kept as short as possible to avoid overwhelming the readout
section of the board and data acquisition system at high rates.
A programmable window consisting of an offset and window
length are provided to give the board this functionality. In the case
of self- or validate triggering modes, the offset is taken from the
leading-edge discriminator while for external mode it is taken
from when the external trigger logic signal arrives.

3. Control interface and data readout

The control interface and readout is performed by mapping
two memory regions from the address space of the VME crate
controller to the digitizer board. A 256 byte section is mapped into
VME A16/D16 space is used to configure the board. Here, channels
can be enabled or disabled, thresholds and various time windows
can be set.

The single FIFO VME address is mapped repeatedly into 256k
contiguous words in A24/D32 space for data readout. This allows
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the FIFO to be read out in VME block mode for more efficient data
transfers,

The data format used by the digitizer board reflects the
segment-by-segment independence of the data. The data for each
detector segment comprises a 12 byte header containing the
board’s id and the parameters calculated from the signal as
described in Section 2. Following the header is a variable length
trace as defined by the trace window. There is no guarantee that
events in the data stream from near-simultaneous triggers among
the 8 channels of the board will be time-ordered. Detailed timing
information must be obtained from the event’s timestamp.

The board can be read out using either a polled or an interrupt
driven readout system. Polled systems access a word in config-
uration space of the digitizer module to determine fill status of the
output FIFO. Interrupt driven systems rely on an interrupt
generated by the board when the FIFO is half-full.

4. Performance characteristics

The digitizer is required to meet performance criteria in energy
resolution, linearity, and data rate. A basic test of the performance
of the digitizer is measured by the noise when the input to the
digitizer is terminated. This relates to the intrinsic ADC noise as
well as to contributions from the digitizer board itself. At one
standard deviation, the trace noise was 0.3 bits whereas 0.5 bits
are given by the ADC specification [9]. This also implies that the
noise contribution from the digitizer itself is very small.

The energy resolution of the digitizer was measured and compared
to that of a conventional analog system (Tennelec TC244 spectroscopy
amplifier, Amtek 8000A multichannel analyzer). To investigate the
noise characteristics of the digitizer with regards to energy resolution,
our input was a tail pulser (Ortec 448 research pulser) superimposed
with a white noise source, provided by an Agilent 33250A function
generator. The pulser was set up to model our detector and
preamplifier with a risetime of 100ns and a fall time of 50 pus. The
amplitude of the noise source was varied to model realistic noise
values for HPGe detectors. The results of these tests are shown in
Fig. 4. The integration time of the digitizer was set to 4.4 us with a
flat-top length of 0.32 ps. This is equivalent to a peaking time of 2 ps
for the Tennelec amplifier. The energy resolution of the digitizer is
only slightly worse than that of the analog system, with the energy
resolution of the analog system being an average of 16% better over all

0.4 T T T T T

035 | 1

digitizer +
TC244 % 4

0 1 1 1 1 1
0 5 10 15 20 25

noise p-p (mV)
Fig. 4. Resolution as a function of noise added to a tail pulser. An analog system

(Tennelec TC244 spectroscopy amplifier coupled to an Ampek 8000A MCA) is
compared with the GRETINA digitizer board.

measured noise levels. However, we do not expect this to have a
significant impact on the sensitivity of the array.

The integral linearity of the digitizer was measured with an
Ortec 448 research pulser at maximum amplitude of 400mV,
which corresponds roughly to a 2MeV pulse with our HPGe/
preamplifier set up. The integration time of the digitizer was set to
4.5 ps and the length of the flat-top was 0.32 ps. We chose a set of
pulse amplitudes to span the input range of the digitizer. Plotted
in Fig. 5 is the deviation of energy values from a linear fit as a
function of pulse height. The maximum deviation from a linear fit,
which corresponds to the integral linearity, was found to be
0.0017%.

To measure the differential non-linearity, we employed a tail
pulser and a ramp to sample all signal amplitudes in the input
range of the digitizer. This pulser and ramp were constructed as an
integral unit specifically designed for these measurements.
Compared against a reference Wilkinson ADC, the differential
non-linearity introduced by the pulser and ramp themselves were
less than 1%. To remove any correlations in the ramp the pulser
was triggered randomly using a gamma-ray source. The test took
2 days with 1.45 x 10% counts collected, The resultant spectrum is
shown in Fig. 6. We determined the differential non-linearity of
the digitizer, defined as the maximum excursion from the average,
to be 3.76% with a 0.87% RMS deviation.

The differential non-linearity in the energy measurement can
be understood in terms of the differential non-linearity of the ADC
[8]. The ADC has a typical differential non-linearity of +0.5 of the
least significant bit (LSB) [9] corresponding to a RMS value of 0.3
LSB or 30%. Such a large value would be unacceptable for peak
shape analysis if the energy was determined by the differential
non-linearity of a single ADC channel. However, the energy of the
gamma ray using the trapezoidal filter is derived from the sum of
many samples taken over a wide range of ADC channels. For
example, for m = 4.5 ps, the energy is derived from 450 indepen-
dent amplitude measurements. The preamplifier has a decay time
of 50 us meaning the 450 numbers are digitized at different
amplitudes. As a rough estimate, the differential non-linearity of
the derived energy will be reduced by a factor of about 20 due to
the random nature of the differential non-linearity of the ADC. On
this basis the energy spectra would have a differential non-
linearity of 1.5% RMS, compared to the measured RMS differential
non-linearity of 0.87%.

The data rate from the digitizer over the backplane is 19 MB/s.
This was measured using A32/D32 block transfers using direct
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Fig. 5. Integral linearity as given by the fractional deviation of channel positions
from a linear fit. The maximum deviation was found to be 0.0017%.
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Fig. 6. Differential linearity as given by the fractional deviation of channel position
over the usable dynamic range of the digitizer. The maximum deviation was found
to be 3.76% with a RMS deviation is 0.87%. The two black lines show the one
standard deviation error due to counting statistics.

memory access { DMA) from a CES RIO2 VME CPU board utilizing a
350 MHz PowerPC processor. The CPU utilization during this test
was only 2%, indicating this was not limiting the readout rate.
Given that a standard trace length for signal decomposition is
500ns or 50 samples, the data rate with all 8 channels operating
is roughly 18 500 events/s.

5. Conclusion

We have developed an 8-channel prototype digitizer board to
process signals from segmented HPGe detectors used for gamma-
ray tracking with the GRETINA spectrometer. These boards

provide a 12-bit dynamic range and are capable of continuously
digitizing their inputs at 100 MHz. Algorithms implemented in
a FPGA calculate signal energies, times, and derive trigger
information from the input trace eliminating the need for
conventional analog signal processing electronics. Performance
of the board was found to meet expectations with the exception
of differential non-linearity which was higher than expected.
We believe this reflects the intrinsic differential non-linearity
of the ADC chip and an improvement will be seen when we
use 14-bit ADC chips in the production version of the digitizer
module. In addition to these measurements, in-beam experi-
ments have been carried out and the system was found to
perform well.

This digitizer board will essentially be used intact for the
production GRETINA system. The main modifications made to the
production board will be increasing the number of channels per
board from 8 to 10, the addition of a serial trigger system to allow
for more complex triggering decisions, and the use of a larger
though less expensive FPGA (Xilinx Spartan XC3S5000). The first
of these new boards has been completed and is being tested. The
digitizer is expected to be ready for when the GRETINA spectro-
meter begins its experimental program in early 2011.
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Techniques have been developed for the synthesis of pulse shapes using fast digital schemes in place of the traditional analog
methods of pulse shaping. Efficient recursive algorithms have been developed that allow real time implementation of a shaper that
can produce either trapezoidal or triangular pulse shapes. Other recursive techniques are presented which allow a synthesis of
fimte cusp-like shapes. Preliminary experimental tests show potential advantages of using these technigues in high resolution, high

count rate pulse spectroscopy.

1. Introduction

The theory of optimal pulse shaping in high resolu-
tion spectroscopy has been well developed and pub-
lished in number of articles and textbooks. While the
ideal cusp shape has been cited to give the best signal-
to-noise ratio, it has been recognized that this pulse
shape is not practical because of its theoretically infi-
nite time duration [1,2). In a typical spectroscopy con-
figuration employing a charge sensitive preamplifier,
two generalized types of noise are of significant impor-
tance: step and delta noise [1,3]. When delta noise is
predominant, the optimum pulse shape for a finite
pulse duration is the symmetrical triangular shape [1,4].
In addition to electronic noise, the pulse height mea-
surement is subject to other sources of fluctuations
such as statistical variations in the number of charge
carriers, microphonic effects, charge loss due to trap-
ping, etc. [5]. An additional consideration is the sensi-
tivity of the pulse shaping techniques to variations in
the detector charge collection time. Ballistic deficit and
charge trapping effects can noticeably reduce the reso-
lution of spectrometers when shapers producing short
pulses with sharp peaks are used. It has been demon-
strated that these effects can be reduced by using
flat-topped shapes [1,6,7].

This paper describes a technique for synthesis of
optimal pulse shapes (symmetric triangle and symmet-
ric trapezoid) for high resolution, high throughput
spectroscopy, using fast recursive digital algorithms.

* Corresponding author. Present address: Amptek Inc., 6 De
Angelo Dr., Bedford, MA 01730, USA.

Elsevier Science B.V.
SSDI 0168-9002(94)00165-4

The technique also allows synthesis of other shapes
such as finite cusp-like and flat-topped cusp-like shapes.
The algorithms are suitable for real time implementa-
tion, require only simple hardware, and offer flexibility
in the adjustment of the output pulse shapes.

2. Synthesis of trapezoidal and triangular pulses

In common spectroscopy systems, the detector-pre-
amplifier configuration is followed by a prefilter circuit
(pole-zero cancellation, CR differentiation) that pro-
duces a pulse with short rise time followed by a long
exponential tail. In the following development, we as-
sume this type of input signal with amplitude normal-
ized to one and a decay time constant of 7. The rise
time of the pulse, for now, will be considered to be
very short. An example of the exponential signal is
sketched in Fig. la.

The initial problem we have addressed is to develop
an efficient algorithm to convert this exponential pulse
to a pulse with true trapezoidal shape. We will first
carry on the apalysis in the continuous time domain,
and then apply the results in the discrete time domain.

The output s(¢) of a linear time-invariant system is
given by the convolution integral

s(t) =f_+:u(:')h(t—r') dr, (1)

where v»(¢) is the input signal and A(¢) is the impulse
response of the system. For real-time signal processing
the system must be causal, i.e. the output at given
moment depends only on present and previous values
of the input signal. As a result the upper limit of
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Fig. 1. Convolution of an exponential input signal (a) with
rectangular function (b) and the output response of the sys-
tem (c).

integration in Eq. (1) can be truncated at the moment
of time ¢ at which the output of the system is evalu-
ated. Our goal is to find a causal system with finite
impulse response which, when used in Eq. (1), will
transform an exponential input signal into a trape-
zoidal shape. The convolving function should also be
simple and practically realizable.

2.1. Convolution with rectangular and truncated ramp
functions

First consider a system with a simple rectangular
impulse response, also called a moving average system.
The digital implementation of this system in radiation
spectrometry has been previously described [8]. An
example of a unit rectangular function is shown in Fig.
1b. The output response of the moving average system
to an exponential input signal (Fig. 1a) is presented in
Fig. 1c. The result of the convolution of an exponential
signal with a unit rectangular function is described by
the following equations

p(1) = fo’ T Ay =1(l~e7'/7), 0<t<T,

()

and

p(t) = '/;)Tz e dr =t e (e 1), 1>T,.
3)

The response of the system for ¢ < 0 is zero. Note that
the only time dependent terms in Eq. (2) and Eq. (3)
are exponentials. An important feature of the output
signal is that, after reaching a maximum, it decays with
the same time constant as the time constant of the
input signal.

Another simple convolving function is the truncated
ramp (or saw-tooth) function. Fig. 2b shows a unit
slope truncated ramp function with duration 7). The
response of this system to an exponential signal (Fig.
2a) is depicted in Fig. 2c. The output response of this
system is given by

r(t) = f’t' e A =Tt -1} (1—e7'7),
0

0<t<T, (4)
1 0 t< 0
vtl=§ _t
a) e ™ tz20
0 t
*
0 t< 0
T h(t)={t 0SS T
b) 0 t>T;
I
0 T1 t
) r(t)
o T, t

Fig. 2. Convolution of an exponential input signal (a) with unit
slope truncated ramp function (b) and the response of the
system (c).
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and
T t

(1) = [T e ar
0

=re /" (r+el/ (T, ~7)), t>T,. (5)

Again the response of this system for ¢ <0 is zero, and
this case will be omitted in the following discussions.
Eq. (4) has two time dependent terms — one is linear
and the other is exponential.

2.2. Impulse response of the trapezoidal shaper

We next will develop the conditions under which a
flat-topped trapezoidal shape can be synthesized. Tak-
ing the definitions of r(¢) and p(¢) from above, con-
sider a function f(¢) defined as

fy=r(t) +7p(¢) +ap(1 = T)), (6)

where a is a parameter. It is assumed also that T, < 7.
Further, for simplification, the function describing the
output signal of the system in given time interval will
be indicated using two indices referring to the begin-
ning and end of the interval, e.g. f,(t) denotes f(¢) in
the time interval 0 <t <T,, f,(¢) implies f(¢) for
T, <t < T,, etc. Using this convention and defining a
moment of time T; = T, + T}, Eq. (6) can be rewritten
as three separate equations

for(t) = ¢, ¥
fo®)=1*(1-e /") +7 e_I/T(7+ e/ "(T, _T))
bar(1 - 0T/7)
=2 tar+re V"NV (T, ~7-a), (3)
fa(t) =1 e /7(e2/7~1)
+7 e_'/T('r +el/7(T, —T))
+ar(l—e Y"1/, ®

Eq. (7) represents the lincar rising slope of the desired
trapezoidal shape. The next step is to find the condi-
tion under which f(¢) is constant in the interval T, <t
< T,. This condition can be determined from Eq. (8).
Since f;,(¢t) must be time independent, it is necessary
that T, —r —a = 0 or a = T| — 7. For the case in which
a =T, —r, Eq. (8) and Eq. (9) reduce to

(1) =Ty, (10)
j"23(t)=7'2 e*(’“TZV’+T(Tl—T). (11)

This choice of a = 7| — = is assumed for the remainder
of this analysis. If the trapezoidal shape is to be sym-
metric, the signal must decay to zero at T, =T, + T,.
Let the response of the system be written as

s(6) =f(t) +a(t) (12)

where ¢(¢) is the specific function that results in s(t)
becoming a symmetric trapezoidal function defined as

S_wn(t) =0, (13)
sp(t) = ¢, (14)
sip(t) =T, (15)
sp() =Tir—7(1 — T), (16)
s3{t)=0. an

The specific solution for q(z) can be found from Egq.
(7) and Eq. (10) through 17. The result is that g(¢) =0
in the time interval — <t < T,, and in the rest of the
time domain g(t) is defined by

an() = —[r(t=Ty) —r*(1 - "] (18)
and
ault) = —[r? e T/, (19)

Egs. (4), (5), (18) and (19) show that g(¢) has the same
shape as r(¢) but with opposite polarity and a delay in
time of T,

q(t) = ~r(t = Tp). (20)

Thus, a system with properties that transform an expo-
nential to a trapezoidal shape has been determined. In
the case of 7,=T, the trapezoid is reduced to a
triangular shape. It should be noted that other con-
straints can be applied regarding the shape and dura-
tion of trailing edge of the trapezoidal pulse, and
asymmetric shapes can be obtained. However, a sym-
metric shape is generally preferred for optimum signal-
to-noise ratio in the measurement of pulse height {3].
From the distributive property of convolutions, the
impulse response of the system can be written as

h(t) =hy(t) +Thy(1) + (T, = 1)hy(t = T))
—h(t-T,), (21)

where h(t) and h,(¢) are the impulse responses of the
truncated ramp system and the moving average system
respectively. The impulse response of the trapezoidal
shaping system is shown in Fig. 3b. In this example
T, = 7. This response is synthesized by simple functions
and is suitable for real time digital implementation.

3. Digital implementation of the trapezoidal shaper

Consider an exponentially-decaying input signal that
is digitally sampled at equal intervals of time. In what
follows, we will measure time in units of the sampling
period. The input signal at time i will be written as
v(i). The first step in the synthesis is to convolve the
sampled input signal with a rectangular function. Since
it is required that the convolution be performed in real
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1_
a)
AT . S
0 T AT < t
*
2t
T
b) x
e,
o 7 ar t
_/r
T
c)
o 7 F‘r t

Fig. 3. Convolution of an exponential input signal (a) with
trapezoidal shaper impulse response (b) and the output re-
sponse of the system (c).

time, it is convenient to use a recursive convolution
algorithm. The recursive form of moving average sys-
tem is given as

n
p(n)= ¥ v(i) - v(i~1)

=0
or
p(n)=p(n-1)+v(n)—-v(n-1), n=0, (22)
where v(n) is the prompt sample at time n and v(n — )
is a sample at a time that is delayed by / relative to n.
We will denote ! as the length of the convolution
function.

The initial conditions that are imposed will deter-
mine the offset of the output signal. It is usually
required that the offset be zero, so that the initial
condition can be defined as

v(n)=0, n<O0. (23)
Further, we assume that the same initial condition is
met for the recursive algorithms to be discussed later.

The next step is to define a recursive algorithm for
convolution using a truncated ramp function. Again it

is assumed that the slope of the ramp is equal to unity.
Under these circumstances the recursive form of the
convolution can be written as

r(n) X { )L_‘. v(i)—v(i=k)—v(i-K)k

=0\ =0
or
r(ny=r(n—-1)+p(n)—v(n—Fk'Yk, n=0 (24)

Here p(n) represents a moving average (Eq. (22)) with
length k, and k' is a delay parameter. Three different
impulse responses can be obtained depending upon the
choice of value of k', as shown in Fig. 4. For the
trapezoidal shaping discussed above it is necessary that
k' be set equal to k.

Recursive convolution algorithms using higher or-
der polynomial truncated functions can be constructed
in fashion similar to that described for the truncated
ramp case. For instance, a convolution with a trun-

K
a) K
P t
b) k
P t
o
K
c)
k-k*-1 | t
P |

Fig. 4. Impulse response of a truncated ramp system at
different values of the delay parameter k'. (a) k' > k, (b)
k'=k, () k' <k.
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cated (k2 + k)/2 function can be written in recursive
form as

n ! '
u(n)= 3. { ) { Py V(f)—V(j—k)-v(i—k')k}

1=0 \1=0{,=0
-—Ml—k)k2+k}
2
or
k?+
u(ny=u(n—1)+r(n) —v(n—k) > , nz0,
(25)

where r(n) is truncated ramp convolution with length
k (Eq. (24)). Convolution with higher order polynomial
functions requires operations with large integer num-
bers resulting in an increased complexity of the system.
Thus, we will limit our considerations here to systems
with rectangular and truncated ramp impulse re-
sponses.

The response of the trapezoidal shaper discussed
previously in the continuous time domain can be writ-
ten in the form of a recursive algorithm in the discrete
time domain. It is assumed that the decay time con-
stant of the sampled exponential signal is equal to M.
The rise time of the trapezoidal shape is set to k and
the duration of the flat top of the trapezoidal shape is
equal to m =1 — k. From Eq. (21), the response of the
system can be written as

s(n)=r(n) +Mp(n) +(k=M)p(n~k)—r(n—1).
(26)

From Eq. (22) and Eq. (24) the response of the system
can be expressed in terms of sampled input signal

s(m)=Y
=0y

it

[v(j) —v(i—k)]—v(i—k)k

™=

+M

[v()) -v(i-D)]

0

I

Sampled
data mnput

+(k—M)):[u(i—k)—v(i—l—k)]
=1

~Y ElvG-D-v(i-k-D]
1=0j7=0

— i~k —)k. 27)
Let
d5 () =v(j) —v(i—k) —v(i—1) +v(j—k—1).
(28)
The substitution of Eq. (28) into Eq. (27) yields
s(n)y=¥ X d"'(j)+d"'(i)m. (29)
1=0 =0

The recursive form of Eq. (29) is given by
s(n)=s(n—1)+p'(n) +d*'(n)M, n>0, (30)
where

p'(n) =p’(n—l)+d""(n), n>0. (31)
Egs. (30) and (31) define a recursive algorithm for
generating a symmetric trapezoidal shape from a sam-
pled exponential input signal. When k& =/ the system
response results in a symmetric triangular shape. Using
Eqs. (30) and (31), a simple hardware configuration can
be assembled using only a small number of standard
digital pulse processing building blocks. A simplified
block diagram of the trapezoidal shaper is depicted in
Fig. 5.

Three programmable delay pipelines [9] are used
for providing the necessary time shift of the sampled
input signal. In subsequent steps, the signal passes
through arithmetic units according to the algorithm
described by Egs. (30) and (31). All building blocks are
integer arithmetic devices using signed variables. It
should be noted that the digital processor passes just
one digital value per processed pulse to the multichan-
nel analyzer corresponding to the peak value of the
shaped pulse. The approach is an extension of that
employed in our previous work [8] where a similar

Filter
oulput

To peak
detector

Fig. 5. Block diagram of digital trapezoidal /triangular shaping system. The building blocks are as follows: % ~ adder/subtracter;
ACC - accumulator, X - multiplier; DELAY - delay pipeline.
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threshold-free approach for detecting peaks has been
described. Peaks are detected by monitoring sign
changes in the result of the addition that precedes the
final accumulation. When the noise level is high or
when the sampling ADC misses some codes, measures
need to be taken to avoid erroneous peak detection,
especially in the case of a flat-topped pulse. Details of
the peak detection process are given in refs. {8,10,11].

4. Other digital recursive algorithms

The recursive algorithms described in previous sec-
tions allow a variety of different shapes to be synthe-
sized in real time. When the time constant of the
exponential input signal is comparable to the length of
the convolution function the methodology described
for the trapezoidal signal can be applied but with

11 I
a)

09 ~

07

Rel. amplitude
S
[¢;]
I

03

o1 !

11

09 -

07

05

a1 |- ~
IO NUDUUEE TN S B
-01 0 01 02 03 04 05

Rel. amplitude

Time[r]

Fig. 6. Exponential pulses (see text) with different rise time (a) and the corresponding trapezoidal pulse shapes (b).
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Table 1
Digital recursive algorithms and the corresponding output
responses (o a step input signal

INPUT RECURSIVE DELAY PULSE
n) ALGORITHM ] SHAPE

s(n)e= fn-1}+wWn)
-2 v{n—-k)+vn-2k}

stn)= s{n—1)+¥(n)-vin-k}
~vn-1)+vin-1-k) l=k+m

pn)= pn~T}+via)=-Hn=1} | 1=2k+1
s(n)=sn-1)rpln)-vin—kj}1

pla)= pin=-1)+Hn)-v(n-k)
+vin—1)-vn-1-k)}

sta)= sia= 1)+ p(n}~{Vin-k)

+vin-~i)] k=v{n~1)}+ (n—l-k} Fym

l=k+m

significantly different outcome. With the proper choice
of parameters, finite cusp-like and flat-topped cusp-like
shapes can be obtained. Optimization of the shapes
often requires a solution of transcendental equations
and the resulting pulse shape will be asymmetric. In
this section, however, we will discuss a different case
for which the input signal has a long decay constant
and can be approximated as a step function. This
circumstance holds when the output signal from a
charge sensitive preamplifier is directly digitized [12].

First, consider the case of a step input. Using a
rectangular convolving function, trapezoidal or triangu-
lar responses can be obtained. Cusp-like or truncated
cusp-like pulse shapes can be synthesized using the
recursive algorithms given by Eq. (24). Table 1 summa-
rizes the recursive algorithms and corresponding pulse
shapes. Because of the bipolar impulse responses of
the systems shown in Table 1, the amplitude of the
shaped pulse is independent of any dc offset of the
step input signal. Thus, the technique is directly appli-
cable to the signal from a reset type preamplifier as
well as that from a conventional resistive feedback
preamplifier.

5. Simulations and preliminary experimental tests
5.1. Calculated response

In the previous sections we considered the rise time
of the exponential pulse to be very short. In reality,
however, the rise time of the signals is finite and
depends on variety of factors: finite rise time of the
analog circuits, CR networks in the path of the signal,
finite charge collection time, etc.

We have therefore investigated the effect of finite

rise time on the trapezoidal shaping steps that have, to
this point, been illustrated for input pulses of zero rise
time. The assumed input pulse shape was modified to
be of the form

l
V(I)=T_0

where @ now accounts for the finite rise time of the
pulse. In Fig. 6a, three input pulses (A, B, and C) are
shown with values for /8 of 0.01, 0.025 and 0.05,
respectively. In each case, the total charge (area under
»(t)) has been kept constant. The rise time of the
trapezoid is equal to decay time constant of the expo-
nential signal. The amplitude of the output from trape-
zoidal shaper is given in units 72. The flat top of the
trapezoidal pulses in Fig. 6b has a duration of 1 of the
decay time constant 7. The highlighted areas show the
parts of the trapezoid which are affected the most by
the variations in the rise time of the exponential pulse.
Note that the maximum amplitude of the shaped out-
put is the same for all three cases or, in other words,
the output is free of the effects of ballistic deficit over
this range of variation of the input rise time. The
advantage of trapezoidal shaping in avoiding resolution
loss due to ballistic deficit in germanium spectrometers
has been previously recognized [1,6,7]. The time dura-
tion of the flat top must be long enough to accommo-
date the rise time variations, but should be made no
longer than necessary to minimize the total pulse length
and consequent effects of pile-up. One feature of the

(e—l/'r_e—l/l)), (32)

750 -

g

Digital Code

g
T

4000 T T T T T T

3000 [~

2000

Digstal Cocle

1000 -

0 L 1 L 1

Time {us]
Fig. 7. Sampled input pulse (a) and corresponding trapezoidal
shape (b). The decay time constant is 1.5 ps and the flat top
duration of the trapezoidal shape is 800 ns.
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Table 2

Energy resolution of the digital trapezoidal /triangular shaper
at different settings, and the energy resolution data which
were obtained using a quasi-Gaussian shaper at the same
measurement conditions

PULSE HPGe DETECTOR X-RAY DETECTOR
SHAPE (¥Co - 1 33 MeV) (*Am - 59 4xeV)
| Te | T | Tw WHM

Il fu] TkeV] ] st {keV]

0 68 1735 | o 72 112
02 | 70 928 02 | 74 112
7 oe | 72 243 0¢ | 76 112
w
06 | 74 241 05 | 78 113
06 | 32 340 0 38 131
7, W mwam | T, | Fwem
T Iws] s} [keV] {7 rsl [keV]
P
2 55 574 2 5s 138
4 1 241 4 11 118
TW 6 16 210
12 30 198

* ‘This entry is the delay m = k — 1 (see Eq. (28)(31)).
¥ Width of the pulse at 2% of the amplitude.

present digital approach to shaping is that the flat top
duration can be easily adjusted to suit the application
by a simple change in choice of delay settings.

5.2. Experimental measurements

In order to test the techniques for synthesis of
triangular and trapezoidal shapes, a prototype system
was assembled that implements the algorithms devel-
oped earlier in this paper in a personal computer (PC)
on a pulse-by-pulse basis. While this configuration is
not the full hardware implementation we envision for
the finished system (such as illustrated in Fig. 5), it is
capable of testing the principles at data rates that are
limited by data transfer and processing time in the PC.
A full hardware implementation would impose no rate
limitations, and maximum throughput would be set
only by pile-up considerations.

In our prototype, the input pulses were obtained
from the fast output of a spectroscopy amplifier (Ortec
673) [13). This signal has a rise time (10-90%) of
approximately 220 ns and an exponential decay time
constant of either 1.5 or 3.5 us (these are approximate
values and depend on pole-zero adjustment). This pulse
was sampled using a 10-bit ADC (AD9020) operating
at 50 MHz. Time slices of up to 20 ps length were
temporarily stored for each pulse in a FIFO buffer and
then transmitted to the PC for implementation of the
recursive shaping algorithms. The output of the shaper
was then stored in a multichannel spectrum based on a
trigger provided by the peak sensing algorithms similar

to those described in ref. [8]. For comparison purpose,
the quasi-Gaussian analog output of the same spec-
troscopy amplifier was also supplied to a conventional
multichannel analyzer.

A typical time slice including the input signal and
the corresponding trapezoidal shape output pulse is
shown in Fig. 7. A digital gain of 4 was used so that the
amplitude of the shaped signal is approximately 4
times greater than the amplitude of the exponential
signal.

We used two detectors to evaluate the performance
of the digital shaping system. The first was a p-type
HPGe with 30% relative efficiency, while the second
was a p-i-n photodiode used as X-ray detector. The
counting rate was kept low (less than 1 kcps) in order
to ensure that pile-up would have no significant effect
on the recorded spectra. Table 2 summarizes the ob-
tained results.

The data presented in Table 2 shows the superiority
of the digital trapezoidal/triangular shaping system
compared with the quasi-Gaussian shaper. Specifically,
the digital system allows a shorter shaping time to be
chosen at equivalent energy resolution, compared with
the quasi-Gaussian shaper. This advantage will be most
important at high counting rates where pile-up is a
major consideration. By increasing the duration of the
flat-topped part of the trapezoid, the effects of ballistic
deficit are eliminated. It is also evident that, in the
case of a detector with a very short charge collection
time (the X-ray detector), the energy resolution is
independent of the duration of the flat part of the
pulse shape which is in good correspondence with
theoretical predictions [1,3]. In obtaining these results
we have found that proper adjustment of pole-zero is
critical to provide an input pulse with a single exponen-
tial decay.

The results shown in Table 2 indicate a distinct
advantage of the prototype digital shaper over the
analog system used for comparison purposes. However,
several words of caution are in order in interpreting
these preliminary results. The system used to obtain
these data operated in quasi-real time, and was not a
true on-line processor of the type illustrated in Fig. 5.
While we are reasonably confident that such a system
could produce similar results, that capability has not
yet been demonstrated. Also, the analog shaping am-
plifier used for comparison purposes is a common
commercially available unit, but may not represent the
ultimate performance that could be obtained with a
custom designed analog pulse processing system.

6. Conclusion

Recursive algorithms for the digital synthesis of
trapezoidal and triangular pulse shapes have been de-
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veloped. Priority was given to real time applicability of
the shaping steps and their simplicity. The technique
offers flexibility through simple software adjustment of
the shape parameters depending on the characteristics
of the detector. Particularly, it has been demonstrated
that by varying (digitally) just one parameter (the dura-
tion of the flat top of the trapezoid) an effective
elimination of the effects of ballistic deficit from an
HPGe detector can be achieved.
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1 SCOPE

This LBNL GRETINA Project Engineering Note specifies the Electronic System
Requirements. Figure 1 shows the block diagram of the GRETINA Electronics and
Computing Systems. The Electronics System is defined on the GRETINA Conceptual
Design Report and includes the following subsystems:

a) Pre-amplifiers

b) Digital Signal Processing Modules
c) Global Trigger and Timing Modules
d) Power Supplies

e) Cables

f) Crates and racks.

We will now give a short description of the system. The gamma-ray interacts with the
germanium crystal and induces charge in the crystal segments. The pre-amplifier
integrates this charge and drives an analog voltage on the cable to the Digital Signal
Processing (DSP) cards. The DSP cards digitize and process this information. If the data
passes some threshold criteria, the DSP card issue a message to the Local Trigger and
Timing Module (LTT), which routes this information to the Global Trigger and Timing
Module (GTT). The GTT collects information from all LTT and also from auxiliary
trigger modules, and uses this information to make a global trigger decision. Once this
decision is made, it sends back to the LTT modules a trigger command, which then routes
the information to the DSP cards. The DSP saves the data into an interface memory.
Later on, the Readout Computer reads the data from each DSP FIFO and sends the data
to the computing system, which processes and builds the event. The LTT and GTT
modules also provide clock information to the electronics.



Local Trigger
and Timing Read
Module foi i aon)
Digital Signal ¢omputer 2.2 MB/s 66 MB/s

Crystal Pre-amplifier N Processors

0
D> = 1

Lyl

[ ]
Global Trigger . Processing Farm
and Timing Network 75 dual Processors
Module 30 Crystals Syitch T Y
o <
; ° 6.9 MB/s
Aux. Det. Trigger
P <—>I Workstations, Servers I
([

Aux. Det. Data P ‘ Data Storage

2.3 MB/s + Aux. Data

Figure 1. GRETINA Electronics and Computing Systems

The trigger hardware is designed to provide a method of reducing the overall data flow.
It provides a method of event selection to reduce the data going to the computer farm.
The computer farm does the final event selection. The trigger hardware should be
designed as flexible as possible to allow the trigger algorithm to be modified without
redesigning the hardware.

The main function of the trigger logic is to determine when a trigger has occurred and to
notify the Digitizer Modules. When the Digitizer Modules are notified that a trigger has
occurred they must decide which data is to be saved for readout and sent to the computer
farm.

The trigger system should have two trigger levels. The level-1 triggers are a self-
triggering threshold set for each segment or the central contact. The level-2 triggers are
the response generated by a trigger module(s) after analyzing the level-1 triggers from the
digitizer modules and trigger data from auxiliary detectors. The data sent to the level-2
trigger module from the Digitizer Modules may vary based on the triggering method
selected by the user. The level-2 trigger will be sent to each digitizer module, which will
prepare the appropriate data for readout. The data readout will typically be information
regarding the net charge collected from segments with a level-1 trigger, and image charge
signals from segments neighboring these segments.

2 GENERAL
2.1 PURPOSE

This document describes the primary electronics system requirements for GRETINA and
it is based on the GRETINA Functional Requirements, as described in the GRETINA



Project Execution Plan (PEP, refer to Section 3 of reference [1]). It describes the overall
requirements of the electronics system, and what is needed to achieve the Functional
Requirements and physics goals. Secondary requirements, specifications and plans
relating to the development, construction, operation, and support of the GRETINA
Electronic Systems need to conform to these requirements.

2.2 PRECEDENCE

GRETINA Functional Requirements take precedence over this document. While a
complete and thorough discussion of requirements is included in this document, the
controlling documents are the GRETINA Functional Requirements, not this note.

2.3 AUTHORITY

Only the Deputy Contractor Project Manager authorizes approval of this document for
initial release and subsequent changes, in accordance with the GRETINA PEP [1].

3 ELECTRONICS SYSTEM PRIMARY REQUIREMENTS

3.1 FRONT-END
3.1.1 PRE-AMPLIFIER ENERGY RESOLUTION

The pre-amplifier energy resolution shall be < 1.1 keV FWHM when connected to 10 pF
input capacitance and 4 usec shaping time.

Justification: Our experiences with the GRETA Prototype and GRETINA Triplet shows
us that it is reasonable to expect ~2.5keV FWHM at an energ%/ of 1.33MeV (*°Co source),
with peaking times of 4-5 usec. In general FWHM? = Noise” +a*E. The first term is the
noise of the electronics and the second term is due to the statistics of carrier generation.
In Gammasphere we have Noise ~ 1keV and the E term is ~ 2keV at 80co.

Status:

3.1.2 NOISE PER SEGMENT

The noise per segment shall be < 7 keV (standard deviation) averaged at 35 MHz
bandwidth.

Justification: Noise at higher frequencies affect the position resolution and noise at
lower frequency affect the time resolution. This requirement has been achieved in
previous detector/pre-amp combinations and, if this requirement is achieved, it is not the
limiting factor in the position resolution (because these factors add in quadrature). Also,
this noise ultimately affects the energy resolution, and limiting to this requirement will
contribute to achieve the energy resolution required in Section 3.1.1.

Status:



3.1.3 DIGITIZER SAMPLING RATE

The digitizer sampling rate shall be > 75 MHz, preferable 100 MHz. An anti-aliasing
filter shall filter the digitizer inputs.

Justification: The characteristic rise time of the signal is determined by the transport
properties of the charge carriers in the Ge crystal. This is a few 100 nsec for detectors of
this size. A preamp with a bandwidth of 30 - 40MHz will preserve the position
information and therefore a digitizer running at 100 MHz will be fast enough to recover
the signal. The Functional Requirements of the PEP [1] require 75 MHz, but the
availability of modern ADCs allows higher sampling rate with reasonable additional cost.
Furthermore, when the digitizers are actually assembled in production quantities, this cost
difference will be smaller.

Status:

3.1.4 DYNAMIC RANGE AND REQUIRED RESOLUTION OF ADC
The dynamic range of the ADCs shall be > 12 bits, preferable 14 bits.

Justification: The requirement “Noise per Segment” (Section 3.1.2) asks for pre-
amplifier resolution < 7 keV and some gamma-rays may have as much as 30 MeV (most
likely measured just on the central contact, see Section 3.1.9). For all channels of the
digitizers to be identical and to be able to accommodate this large dynamic range (7 keV
to 30 MeV) with minimum contribution to the ADC noise itself, a 14 bits ADC with
RMS noise smaller than 1 bit is preferable. An option that will allow operating with 12
bits ADC is to have the central contact going into two input channels of the digitizer.
One channel can be configured to measure low energy interactions and the other channel
could be attenuate by 4 and then be used to measure the high energy interactions.
However, this will require one special channel on the digitizers to be always assigned to
the central contact, and we want to avoid this. External attenuators can also be employed,
and all channels then can have the same configuration.

Status: We intend to design the digitizers with 14 bits ADCs.

3.1.5 NON-LINEARITY

The final integral nonlinearity as measured in the final energy spectrum shall be <£0.1%
over the top 99% of the dynamic range. The final differential nonlinearity as measured in
the final energy spectrum must be <+ 1% over the top 99% of the dynamic range. The
energy used for this characterization shall be estimated by the Digitizer digital signal
processing unit.

Justification: Non-linearity affects position resolution.
Status:

3.1.6 FINAL ENERGY/GAIN STABILITY

The final energy/gain stability as measured in the final energy spectrum shall be <+0.2%
per hour gain drift for <+ 8°C temperature drift.



Justification: Experience with previous gamma-ray spectrometers (e.g., Gammasphere)
has shown that these numbers are achievable at reasonable cost. Furthermore, they are
adequate for the experiments we foresee with GRETINA.

Status:

3.1.7 PRE-AMP RISE TIME

The pre-amp rise time shall be < 70 ns (10% to 90%) when we include the capacitance of
the detector at the input. This will ensure a sharp enough rising edge on the energy step
to determine where the interaction of the gamma-ray occurred within the germanium
crystal.

Justification: The pulse shapes are used to find the position of the gamma-ray
interactions inside the crystal. Simulations of the sensitivity of he position determination
to the rise-time of the pre-amp have shown that up to 70 ns will allow to comfortable
achieve the required 2 mm position resolution described in the Functional Requirements
of the PEP.

Status:

3.1.8 MAXIMUM HIT RATE PER CRYSTAL

The pre-amplifier shall work with an average hit rate per crystal of 50 Kgamma-ray with
1 MeV energy without saturating,

Justification: (a) Saturation vs. pile-ups: The first stage of the crystal pre-amplifier is a
charge sensitive unit, with a resistor discharging the integrating capacitor. Presently this
time constant is ~1 ms. If the hit rate is too high, this portion of the pre-amplifier
saturates (i.e., the voltage increases so much that the circuit is not linear anymore). Pile-
up is the detection of another hit before the pre-amplifier output had the ability to return
to the baseline noise. The amplitude of the second hit adds to the tail of the amplitude of
the first hit. The pre-amplifier second stage has a pole-zero cancellation circuit, and it
returns the output to baseline noise before the first stage. The time constant of this
second stage is ~50us. For example, assuming that two hits happen within 150ps, the
amplitude error of the second hit is approximate 5%. Due to the time distribution of the
hits, pile-ups will eventually occur. (b) Hit rate: GRETINA will run experiments that
look for rare events. Usually, in these experiments a selective trigger is used to reduce
the data rate. However, to obtain enough statistics in a reasonable time the front-end pre-
amp will have to amplify hits at a very high hit rate. This will limit the useful rate to
about 50 KHz.

Status: We have calculated the transfer function of the two stages of the preamplifier,
and simulations have shown that the pre-amplifier doesn’t saturate with 50 KHz hit rate.

3.1.9 MAXIMUM ENERGY OF CENTRAL CONTACT

The central contact shall be able to detect interactions up to at least 30 MeV.



Justification: Some experiments, for example, those to study the giant dipole resonance,
will require this energy level.
Status:

3.1.10 MAXIMUM ENERGY OF SEGMENT
Segments shall be able to detect interactions up to at least 10 MeV.

Justification: Same as Section 3.1.9.
Status:

3.2 DATA READOUT
3.2.1 READOUT DATA RATE
The readout speed of GRETINA shall be > 10 MB/s/crystal.

Justification: It has been estimated that GRETINA should be able to process at least
20,000 gamma-rays/secs in the processor farm. If a gamma-ray generate signals in 20
segments and generates ~120 bytes of data from each segment, we can estimate 2400
bytes of data per gamma-ray. If there are 20,000 gamma-rays/sec (as required in the
Functional Requirements of the PEP) then the readout rate is 20,000
gamma-rays/secs x 2400 bytes/gamma-ray = 48Mbytes/sec total. Since there are 30
crystals this would give a data rate of 1.6 MB/s/crystal. With a readout speed > 10
MB/s/crystal we are allowing for future improvements in the processing farm to increase
the overall system data rate.

Status:

3.2.2 DATA LOSS

The electronics shall be fully pipelined and operate with minimum data loss for an
average frequency rate of 50 Kgamma-rays of 1 MeV per crystal. The trigger system
may be configured to reduce the readout data rate per Section 3.2.1. The pre-amplifiers
may have pile-up, in which case the high resolution energy measurement may be
inaccurate.

Justification: Data loss constitutes inefficiency and should be avoided.

Status: The compliance to this requirement needs simulation of the overall system.
There is an inherited data loss associated with the time it takes for the leading edge
discriminator logic associated with the central contact and segments to recover from a hit.
Right now it is programmable in the digitizers with a 7-bits precision or 640 ns.

3.2.3 DIGITIZER INFORMATION

During normal operation the following minimum set of information shall be read out
from each channel when an event occurs.



Table 1. Digitizer Information

Name Description # of Bytes
Channel An unique identification for each analog input 2
Identification from the digitizer module
Leading Edge | The content of the time stamp counter when 6
Time (LED) the detector output crosses the threshold
Constant Constant fraction time and the signal Time stamp: 6
Fraction Time | amplitudes before and after the zero crossing. | Amplitudes: 2x2
(CFT) Total: 10
Integrated Energies determined from the trapezoidal filter 4
Energy with programmable time constants and pole

zero cancellation
ADC Trace ADC samples. It shall be programmable from | 0 to 2000 bytes,

0 nsec to 10 usec, typical 500 ns. ADC typical, 100 bytes.
samples recorded before the LED is also
programmable (typically a few samples)

Typical: 118 bytes
Max: 2018 bytes

Redundant information may also be transferred to support fault detection (for example,
trigger decision number, etc.). In addition to the event data the digitizer modules shall
also provide all setup information that may be read out before each experiment. This
setup information could include information about which version of FPGA code is being
used along with the values of various parameters.

Justification: This is the required information to execute the signal decomposition and
tracking algorithms running in the processor farm and to transmit the measured energy.
Status:

3.2.4 READOUT OF ADJACENT SEGMENTS

The Digitizer Modules shall read out the digitize waveform of the segments adjacent to
the charge collecting segment.

Justification: When the gamma-ray interacts with the germanium crystal, it creates
electrons and holes. The electrons drift to the central contact, while the holes drift to one
segment (dubbed the “charge collecting” segment) where the charge is collected. Charge
is injected in the segments adjacent to the charge collecting segment, and they also need
to be readout.

Status:

3.2.5 PIPELINE DEPTH

The pipeline depth associated with each digitizer analog input shall be > 20 psec,
preferable > 100 usec.



Justification: The pipeline depth is to accommodate the time required for a Level-2
trigger decision. GRETINA can run by itself or with auxiliary detectors. When
GRETINA is running with no trigger data from auxiliary detectors, it is desirable to keep
the trigger latency short to reduce the data storage inside the Digitizer Modules. In this
case the total time for a level-1 trigger and level-2 trigger shall be < 20usec. When
GRETINA is running with auxiliary detectors it is desirable to make the trigger latency as
long as possible. The longer latency will allow interfacing with slower devices and
interactions. In this case it is preferable to design the pipeline with 100 usec deep. The
limiting factor will be how much memory it is possible to allocate for a reasonable cost
inside the digitizers.

Status: These pipelines will be located into the digitizer FPGAs. It is necessary to check
how much memory blocks can be allocated to these pipelines.

3.3 TRIGGERLOGIC
3.3.1 LEADING EDGE DISCRIMINATOR

The leading edge of the detector signals shall be discriminated for the central contact and
segment logic. Trigger information shall be exchanged between digitizer and trigger
system when the leading edge discriminator (LED) of the central contact fires. The LED
associated with the segments shall be used for hit pattern determination for some possible
trigger algorithm.

Justification: In general, when the LED logic of the central contact fires, it means that
some gamma-ray interacted with the crystal (unless it is noise above threshold) and the
trigger system has to make a trigger decision about passing this information to the next
level. Therefore, the digitizer has to send to the trigger the information about this
gamma-ray.

Status:

3.3.2 TRIGGER LATENCY

The total time from the LED detection inside the Digitizer Modules until the return of the
trigger decision shall be faster than the pipeline depth (see Section 3.2.5). This latency
includes the time it takes the trigger data to reach the trigger module, the time it takes the
trigger module to process the data, and how long it takes for the trigger notification to get
back to the digitizer modules.

Justification: This latency will not incur in data loss due to pipeline depth.
Status:

3.3.3 TRIGGER ALGORITHMS

The initial trigger algorithms shall be the following:
a) Multiplicity: central contact coincidence multiplicity trigger as described in the
GRETINA Preliminary Conceptual Design Report
b) Energy: central contact energy at lower resolution (which appears earlier in the
digitizer, compared with the integrated energy for high resolution calculations). It
can use the energy of a central contact or the sum of energies of central contacts.



When this energy falls within some pre-set window (within some low and high
energy limit) a trigger decision is generated.

c) Pattern distribution: GRETINA shall trigger if the Trigger System detects
coincidence of gamma-rays energy at lower resolution above threshold in any two
pre-programmed central contact of the crystals.

d) Auxiliary detector trigger: GRETINA will receive an external trigger within the
pipeline depth.

Justification: It is possible to envision many different trigger algorithms. However, we
will have to focus in a few candidates to clearly define the scope of the project. We have
selected the four algorithms described above, which should give a wide range of
possibilities to accommodate different experiments. Typically the user will need to
specify the trigger source and algorithm and then specify parameters associated with the
selected trigger.

Status:

3.3.4 PROMPT AND DELAYED COINCIDENCE TRIGGERS

The trigger logic shall accept both prompt and delayed coincidence triggers in at least
two time windows within the allowed overall trigger window.

Justification: A number of possible experiments will require coincidence between
prompt and delayed events. More than two time windows will satisfy this need.
Status:

3.3.5 TRIGGER LOSSES

The Trigger System shall be lossless with an average Level 1 trigger frequency of SOKHz
per crystal.

Justification: Lost of trigger information will possibly incur in losing good events with
the consequent additional time to execute the experiments.
Status:

3.3.6 TRIGGER INFORMATION

During normal operation the Trigger System has to provide information to the DAQ
system which allows tracing why a trigger decision was made. This trigger even data
may be recorded together with the events for latter analysis. In addition to the event data
the Trigger System shall also provide all setup information that may be read out before
each experiment.

Justification: To analyze the data the user needs to know how the trigger was reached
and configured.
Status:



3.3.7 TRIGGER BLOCKING (“THROTTLING”) AND TRIGGER LOSS
REPORTING

If the trigger rate becomes too high the trigger system shall block trigger requests and
shall report this condition to the user.

Justification: Depending of the experiment setup or even a failure in the digitizers, the
trigger rate can be too high for the Trigger System. If this condition occurs, the Trigger
System may lose trigger information. This condition has to be reported to the user. The
user can then reduce the trigger rate by modifying the trigger parameters to make the
trigger more selective or even repair the system. The trigger blocking (‘throttling”)
allows automatically disabling and enabling Level 1 triggers to bring the system to a rate
that decreases trigger loss.

Status:

3.3.8 TURNING OFF LEVEL 1 TRIGGER OUTPUTS
There shall be a method of turning off individual Level 1 trigger outputs.

Justification: In case a channel becomes noisy or defective, we need the ability to
disable it from the trigger system without further disrupting the system.
Status:

34 CLOCKAND TIMING
3.4.1 TIME STAMP INCREMENT

The time stamp in the digitizer modules shall be incremented at least once every ADC
clock cycle (refer to Section 3.1.3).

Justification: Time information is usually derived with a Constant Fraction
Discrimination technique. In this way, the interpolation between the ADC clock cycles
provides sufficient time resolution to recover typical performance of germanium
detectors (about 5 ns at 1 MeV).

Status:

3.4.2 LONG TERM CLOCK STABILITY

The clocks must have a long term stability of < 50 ppm over a 4 week period.
Justification: This requirement means that after a month the At will be < 120 seconds.
Small variations on the clock frequency will not cause problems to GRETINA. This
requirement is based on what is currently available at a reasonable cost without requiring
temperature controls or time adjustments.

Status:

3.43 CLOCKIJITTER

The clock jitter must be less than 1 ns RMS measured over a 1000 cycles.
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Justification: To guarantee the timestamp resolution between different segments the
jitter on the clock must be controlled to within 1 ns.
Status: We expect to obtain 100 psec.

344 CLOCK SKEW

The clock skew between modules and time variation after the initial alignment shall be
less than 2 ns over a two week time period for <+ 8°C temperature drift.

Justification: With this stability, time calibration will only need to be done at the
beginning and end of an experiment.
Status:

345 TIMESTAMP

The time stamp will be 48 bits and will be clocked once every 10 nsec.

Justification: The timestamp must be large enough to provide a unique number for at
least 4 weeks.
Status:

3.4.6 CLOCK SYNCHRONIZATION AND VERIFICATION

The clocks in all digitizers and auxiliary detectors shall be synchronized with the same
time stamp. There shall be a method to verify the time stamp synchronization between
digitizers and auxiliary detectors and this method shall be independent of the method
employed to synchronize the clocks.

Justification: Event data will be available in several digitizers and auxiliary detectors. In
order to assemble the event, GRETINA needs accurate information about the time this
data was recorded. Having an independent method to verify the synchronization avoid
the same path used for the synchronization procedure (which could be damage or not
properly set up).

Status: Could the independent verification be implemented with the pulse inputs of the
pre-amplifiers?

3.5 OTHER REQUIREMENTS
3.5.1 RECONFIGURABILITY AND LOGIC EXPANSION

The electronic system shall be reconfigurable remotely. The FPGA shall have plenty of
spare logic available after incorporating the present requirements to allow for future
expansion (goal, < 40% utilized).

Justification: GRETINA will be used in different Nuclear Science experiments, which
may require different hardware/firmware configurations. Firmware upgrades and
revisions have to be easy to propagate through the system to decrease down time and
maintenance costs. Enough spare logic inside the FPGAs will allow future expansion of
the logic.

11



Status:

3.5.2 TESTABILITY

The GRETINA Electronics System as a whole shall be testable just with the readout
computers (which are part of the Computing Systems) and independently of signals from
the detector modules. The detector module test inputs (which inject charge into the pre-
amps) shall also be part of the test procedure. Reasonable effort shall be made to make
all complex electronic testable, independent of auxiliary electronics. For example, a
digital input signal in a module can be tested with a digital output signal in the same
module. Registers and memory in the modules shall be read/writeable where possible.

Justification: Commissioning and testing complex electronic systems requires
substantial effort and failures and malfunctions are difficult to debug and isolate. Also,
during the GRETINA development, not all system portions will be available at one
specific time because they will be developed in parallel in different locations.
Furthermore, there is a reasonable cost in designing, assembling and maintaining test
stand with all units require for fully testing a module. Careful planning and integration of
test features into the system and modules will considerably reduce commissioning,
testing and debugging time and costs.

Status:

3.5.3 SPARE COMPONENTS AND MODULES

The GRETINA technical scope specifies the level of spare modules for the MIE
(described in the GRETINA PEP. However, parts are becoming obsolete at a very fast
pace. When possible, parts used in the electronic modules shall have more the one
manufacturer. Where this is not possible, it is important to identify parts that may
become obsolete during the design or during the useful life of GRETINA and purchase
additional spares parts or assemble additional spare modules.

Justification: Parts are becoming obsolete in a very fast pace. It is not uncommon to
have a part obsolete even before the end of a design or production. When this happens, it
can result in expensive retrofits and a delay in the schedule. Reasonable effort should be
taken to avoid this situation.

Status:

4 INTERFACES
4.1 COMPUTING SYSTEM
4.1.1 HARDWARE

The electronics has to interface with the other systems (computing, mechanical, liquid
nitrogen, etc.)

Justification: The electronics is controlled, readout and monitor through the computer

system. Therefore, it has to electrically interface with this system.
Status:
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4.1.2 SOFTWARE

The Electronic System shall be controlled, monitored and readout over the local network
as described in the Computer System Requirement document [2].

Justification: The electronics is controlled, readout and monitor through the computer
system. Therefore, the software in the Computer System has to exercise the electronics
to control, readout and monitor the Electronic System.

Status:

42 DETECTOR MODULES
4.2.1 PRE-AMPLIFIERS

The outputs of the pre-amps shall interface with the digitizer modules.

Justification: The output of the pre-amplifiers connects to the digitizer modules.
Status:

4.2.2 HIGH VOLTAGE

The HV noise and ripple shall not degrade the performance of the detector. The high
voltage (HV) ramp up rate shall be <1 kV/minute even if the Computing and Electronics
Systems are reset, and even if they crash or fail. A diode shall be mounted in series with
the HV connection of the crystal.

Justification: The HV of the detector modules cannot change too quickly because it can
damage the pre-amplifiers. The diode is to prevent voltage discharge of the crystal bias
voltage and allow enough time for the user to restore the HV to avoid the effects of
neutron damage.

Status:

4.2.3 TEST INPUTS

We shall be able to inject a “detector like” calibration and timing charge into the pre-
amplifiers connected to the central contact and segments of the detector. The voltage
injected shall be adjustable to better than 0.1% of the maximum output of the pre-
amplifier (i.e., 30 MeV for the central contact and 10 MeV for the segment, refer to
Section 3.1.9 and 3.1.10). The rise time can be fixed to <100 nsec. This test input shall
be used to measure the energy linearity of the system. The time skew of the test inputs
sent to the detector inputs shall be less than 2 ns.

Justification: A capacitor in series with the pre-amplifier input is used to inject charge.
This capacitor is part of the detector module. Therefore, the precision of the charge
injection is then constrained to the accuracy and stability of the voltage pulse and the
characteristics capacitor. In this requirement we are referring to the voltage pulse. The
objective of the test input is to allow for electronics calibration, and functionality and
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accurate timing tests of the pre-amplifiers, digitizer inputs and clock system. Even
portions of the DAQ system can be tested using these test inputs.
Status:

4.2.4 PRE-AMP/DIGITIZER CABLE AND CONNECTOR CROSSTALK

The maximum crosstalk between the pairs of the cable and pins of the connectors
between the pre-amplifier and digitizers shall be < 0.04%. This shall be tested with one
pair as the receiver and all other signals switching in the same direction.

Justification: We need to minimize the crosstalk on the cable and connectors. The
detector requirements state that the total crosstalk between any two pre-amplifiers must
be less than 0.2%.

Status: In Oct. 2004 we have done preliminary tests and 0.01% seems to be achievable.
However, further tests have shown a crosstalk of 0.04%. This needs more investigation.

4.2.5 PRE-AMP/DIGITIZER CABLE ATTENUATION AND LENGHT

The cable type and length shall contribute to the energy resolution by no more then
0.1 keV at 60 keV, and less than 1 keV at 25 MHz. The difference in length shall
contribute less than 1 ns to the signal transit time.

Justification: Cables have attenuation, which depends on the frequency. This
attenuation has to be kept under control to avoid distorting the pre-amplifier waveforms.
The pre-amp waveforms have to be time aligned. Therefore, the cable length between the
pre-amps and digitizers has to be approximately the same. A 6” length variation adds <1
ns delay difference between the digitizer inputs.

Status: We need to test if we can meet this requirement with the prototype cable we
received.

4.3 AUXILIARY DETECTORS
4.3.1 READOUT
Data from the auxiliary detectors shall be combined with the GRETINA data.

Justification: GRETINA will operate together with auxiliary detectors. It is reasonable
to use the same Computing System to save the data of these auxiliary detectors.

Status: Since the event building system will probably use an Ethernet switch it will
require that auxiliary detectors will be able to send their data out an Ethernet port. It
would be desirable to have the format of the data match the GRETINA format. This
format will be specified at a later date.

4.3.2 TRIGGER

The GRETINA trigger system shall provide 8 digital inputs with any logical combination
to generate a trigger associated with auxiliary detectors. Also, it shall provide 8 digital
outputs that inform when a Level-2 trigger occurred or other information about the
Level-2 trigger status (e.g., if there is trigger losses, or multiplicity status, etc.)
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Justification: The GRETINA trigger has to work together with the auxiliary detector
trigger. Also, the digital outputs allow monitoring the status of the trigger system.
Status: Further work is required to specify the minimum set to interface GRETINA with
the auxiliary detectors.

4.3.3 FAST STROBE

The GRETINA trigger system shall provide a Fast Strobe signal for the auxiliary
detectors based on multiplicity algorithm (refer to Section 3.3.3). The Fast Strobe signal
shall generated in <250 ns.

Justification: The GRETINA trigger has to work together with the auxiliary detector
trigger. Some of these detectors don’t have digital pipelines; the data is actually traveling
on cables and the trigger decision has to be made before it arrives to the digitizers.
Status:

434 TIME STAMP

The auxiliary detectors shall provide their own time stamp with the same resolution as the
GRETINA time stamp.

Justification: The auxiliary data collected from other detectors must be time correlated
with the GRETINA data.
Status:

4.3.5 CLOCK SYNCHRONIZATION AND VERIFICATION

GRETINA shall provide clock and reset signals to synchronize the auxiliary detectors
with GRETINA. Verification methods shall be implemented (such as pulse input similar
to the GRETINA detectors) to verify that the auxiliary detector is properly synchronized
with GRETINA.

Justification: The auxiliary data collected from other detectors must be time correlated
with GRETINA.
Status:

43.6 LOCATION
The Electronic Systems shall allow space to accommodate possible inclusion of auxiliary
detectors inside and outside the target chamber, as well as the support structure.

Justification: The auxiliary detector will need space, and the electronics around the
support structure should be routed in order to allow for space for auxiliary detectors.
Status:
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44 PHYSICAL
4.4.1 FLOOR SPACE

The electronic system requires TBD square feet at TBD meters from the detector.

Justification:

Status:

4.4.2 COOLING

The electronics shall require TBD BTU cooling system.

Justification: When electronics is powered it generates heat. This heat has to be
removed from the area where the GRETINA detector modules and the electronics are
assembled in order to avoid failures, improper behavior or early degradation of the
components.

Status:

4.5 ELECTRICAL

4.5.1 POWER
The GRETINA electronics will require 110 Volts ??? Amps

Justification:
Status:

4.5.2 SAFE VOLTAGE AND CURRENT

All electronics with easy access shall be Class 1B (for example, digitizer and trigger
modules). Class 1B is defined by LBNL’s PUB3000, Chapter 8 as V<50V & P<1000W
& 1000J, or 50V<V<20,000V & I<5mA & E=<5]. If not it shall to be enclosed.

Justification: Personal safety.

Status:

4.5.3 GROUND

GRETINA electronics shall be properly connected to a safe electrical ground.
Justification: Personal safety.

Status:

4.5.4 CABLES AND CONNECTORS

4.5.4.1 Signal, Power, Bias and Control/Monitoring

The detectors will be assembled in a mechanical structure and interconnected with the
data acquisition through cables. These cables shall to be light enough for the mechanical
structure to support it without deflecting more than the tolerance allowed by the
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mechanical requirements. Also, the cable and cable/connector assembly shall be easily
replaced in case of failure.

Justification: The GRETINA detector hemisphere must turn around the target and move
away from the target. GRETINA has more than 1000 detector segments to instrument.
The cable used and how they connect to the system must be selected carefully to avoid
unnecessary strain in the mechanical structure.

Status: We have received (Sept 05) a prototype cable and we are presently testing it.

4.5.4.2 Power
The cables must be rated to handle the maximum voltage and current that the power

supplies can generate.

Justification: Safety. Mitigate fire hazards.
Status:

4.5.4.3 Hazards

Any connector with exposed pins shall not deliver any life threatening current or voltage.

Justification: Safety.
Status:

4.5.5 CRATE AND MODULE
4.5.5.1 Modules

All the modules we design shall have fuses on the power supplies.

Justification: Safety. Mitigate fire hazards.
Status:

4.5.5.2 Crates

The crates shall have DC trip off within TBD ms if one of the following conditions occur:
The voltage deviates > 2% from the adjusted nominal values

An overload occurs

The crates overheat

A fan fails

It would be preferred if the crates included the ability to be remotely controlled and
monitored. Parameters that we would like to monitor and control are:

All voltages and currents

Crate temperatures

Status signals

Remote control and monitor fan speed

Set over and under voltage trip points, and current limits

Turn the crate on and off remotely
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e Remote “system reset”
The noise and ripple of the crates power supplies should be < ?7?7? mVpp.
Justification: For the DC trip, it is for electronics and personnel safety. Preferred
requirements are for controlling and monitoring the crates and observe trents.

Status:

4.5.5.3 Other Safety Requirements:

All fabrication and installation shall meet all relevant regulations: OSHA, NEC, DOE,
etc.

Justification: Safety and Environment. Mitigate fire hazards.
Status:
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